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Abstract. The paper proposes an optimization approach to address the modeling and sizing complexities 

of Brushless Doubly-Fed Reluctances Machines. A semi-analytical model and a reluctance network 

model are coupled to a deterministic optimization algorithm where several inputs and outputs parameters 

can be constrained to solve system equations iteratively by maximizing or minimizing an objective 

function. A Pareto Front strategy is used to illustrate the model capabilities, highlighting the trade-offs on 

the design of this kind of electrical machines. The optimization model provides fast results to define an 

initial design, reducing the number of unknown parameters of early development stages. This saves 

computation time and computer resources in the design process compared to Finite Element Analysis. 

Keywords: Design Optimization, Brushless machines, Electromagnetic analysis, Wind energy. 

BDFRM SIZING COMPLEXITY - OPTIMIZATION AS A SOLUTION 

The Brushless Doubly-Fed Reluctance Machine (BDFRM) is being considered as a viable alternative 

for the Doubly-Fed Induction Generator (DFIG) in wind power applications. Although many works have 

presented advances along last years [1], [2], there is still a lack of researches to define a procedure on its 

electromagnetic design mostly due to its complex electromagnetic field interaction occasioned by rotor 

modulation. Aiming to contribute in this sense, the paper presents a design procedure based on an optimization 

approach to (pre) design a BDFRM. 

Roughly, optimization may be used in all machine development phases. However, every stage has its 

constraints and must have a model adapted for its purpose. As an example, one may consider a new machine 

design, where most parameters are unknown and must be deduced from a few specifications. Although possible, 

it is harder to use Finite Element Analysis (FEA) associated to optimization to find the best machine because the 

number of uncertainties are huge. On the contrary, FEA coupled to optimization may be very useful in final 

stages, where only a few parameters could be optimized to refine and find the best solution for a specific 

application. In early design stages, usually analytical methods allied to designer’s expertise are used to define an 

initial machine. They are fast to calculate and the results fall within an acceptable precision for a pre-design 

model. In order to take advantage of these characteristics and at the same time using a fast deterministic 

optimization algorithm to solve a constrained input/output problem iteratively, the paper presents a methodology 

to pre-design a BDFRM based on semi-analytical approaches. 

DESIGN PROCESS AND RESULTS OBTAINED WITH OPTIMIZATION APPROACH 

The procedure is based on three modeling levels: (i) a Semi-Analytical Model - SAM, defined by using 

an equivalent electric circuit of the BDFRM [3]; (ii) a Reluctance Network Model - RNM, which relies on the 

electrical circuit analogy applied to electromagnetism to calculate machines fluxes, whereas torque is estimated 

by using the system coenergy variation; and (iii) a FEA model, used to validate calculations and refine results. 

The SAM and RNM are built by using the software package CADES/Reluctool [4]. It generates a Java library 

containing external functions to calculate outputs and the Jacobian matrix with the respective partial derivatives 

between output and input parameters giving a global analysis of the model sensitivity for optimization purpose. 

The SAM is very useful for initial designs because it is fast and allows testing many different design 

variations in order to define a first design. In a former work [5], a BDFRM SAM, which relies on the air gap flux 

density determination to calculate the equivalent circuit inductances, has been presented. In this work, this SAM 

is transformed into an optimization model (OM) and coupled to a deterministic optimization algorithm (SQP – 

Sequential Quadratic Programming) for system solution. In general, the results are very fast, typically from some 

seconds to a few minutes, offering to the designer an extra degree of freedom to test many different machine 

configurations. The OM computes symbolically the partial derivatives between output and input parameters 

giving a global analysis of the model sensitivity. The most important feature on this approach is that several 

parameters can be constrained (16 out of 40 inputs and 72 out of 422 outputs in this OM) leading to an optimized 

design which satisfies specifications. To illustrate the model capabilities, Fig. 1 presents an optimization curve 
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using a Pareto Front strategy with the active output power and the grid winding voltage fixed at 5kW and 400V, 

respectively. In this case study, the total active mass is minimized for discrete values of possible required 

efficiency constraints. The machine 2D views for some iterations are also presented. The stack length and the 

external diameter have their maximum constraint set to the initial machine value to fit into the same frame. 

 

 

 

 

Figure 1. Pareto Front: Mass versus Efficiency. Figure 2. Reluctance Network Model for one stator tooth. 

The RNM is an intermediary model between SAM and FEA. It is an improvement over SAM because it 

allows taking into account magnetic non-linearities providing a good trade-off among global accuracy and 

calculation time. Most importantly, it permits to couple the model with deterministic optimization algorithms 

(e.g. SQP), whereas still considering several constrained input/output parameters. To build it, a first FEA is 

performed to identify the most significant flux paths and the machine is discretized in many reluctances 

representing flux tubes. Fig. 2 shows the reluctance network for a stator tooth. The proposed RNM is a dynamic 

model, adapted for multi-static calculations. For that, a model, implemented in java, is created to manage rotor 

movement from the RNM given by Reluctool. Fig. 3 and 4 compare FEA and the RNM by using a multi-static 

calculation for a 1kW test machine. The Dynamic RNM (optimization oriented) is faster than FEA and the 

models have clearly a good agreement. Additionally, it allows considering parameters like torque ripple and 

voltage harmonics as output constraints in the OM, which would be hard to implement by using the SAM. Model 

comparisons and details on the RNM implementation as well as on the calculation of the Jacobian matrix in 

order to allow fast gradient optimizations will be detailed in the full paper. 

  

Figure 3. Torque versus time. Figure 4. Flux Linkage in Grid and Control windings. 

CONCLUSIONS 

The results show that the proposed methodology and models coupled to deterministic optimization 

algorithms are very interesting for the design of electrical machines, especially in new designs and topologies 

such as the BDFRM. They provide fast and accurate results to define an initial machine with many unknown 

parameters. A FEA strategy can be used in further design stages to refine only a reduced number of parameters, 

saving considerably time and costs in the design process. 
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Abstract. The one-diode equivalent circuit of photovoltaic (PV) panels is widely utilized both on 

scientific research and on industrial applications. In particular, the inverse problem regarding the 

identification of the related model by fitting the experimental data represents a very strong task to face. 

The high complexity in searching the best parameters to be adopted for the one-diode model, makes this 

optimization problem a new real benchmark which can be used for testing performances and robustness 

of the optimization algorithms. In this work, thanks to the existence of different cases of study available 

in literature, we compare several kinds of optimization procedure by using this new  benchmark. 

Keywords: benchmarks, inverse Problem, one-diode model, optimization, photovoltaic modeling 

INTRODUCTION 

In the last years, the identification of the one-diode model of photovoltaic (PV) panels from 

experimental data has been widely addressed. Indeed, many kinds of optimization techniques have been 

proposed to solve the inverse problem related to the extraction of the five parameters by fitting the experimental 

data. In this direction, soft-computing techniques have been also recently tested in the resolution of this kind of 

problems: differential evolution and penalty differential evolution method; Artificial Bee Colony optimization 

algorithm and Harmonic Search-based algorithm; Simulated Annealing, Bacterial Foraging, Swarm Intelligence, 

etc (see [1] and the references within). In any case, the matter related to the identification of the five-parameter 

model of PV panels has represented an open problem involving both the fields of PV modeling and of 

optimization algorithms. Recently, the reduced forms of the five parameter model, proposed in [1], have given a 

suitable response to the aspect of the PV modeling, achieving an accuracy never reached before in the 

identification by any optimization methods. Indeed, the reduced forms have provided important benefits: the 

reduction of the dimension of the search space; making convex the original non-convex optimization problem, 

giving the opportunity to use deterministic methods instead of heuristic/stochastic ones with a remarkable 

reduction of computational costs and execution times. At this point, thanks to the availability of several cases of 

study, coming from experimental data, and of their optimal identification results, this problem can be viewed as 

a new real benchmark, for the comparison of the performance of optimization algorithms in the solution of this 

real inverse problem.  

THE IDENTIFICATION OF THE ONE-DIODE MODEL FROM I-V EXPERIMENTAL DATA 

The well-know one-diode equivalent circuit for a single PV solar cell consists of a current generator Iirr  

(irradiance current), in parallel with one diode and one shunt resistance RSH; the circuit is completed by a series 

connected resistance RS [2]. The correspondent I-V relation is the following:  

(1) 
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where VT = kT/q (q is the electron charge, k is the Boltzmann constant and T is the cell temperature); n 

is the cell ideality factor; I0 is the cell reverse saturation current. The knowledge of the five 

unknowns/parameters Iirr, I0, n, RS and RSH, which give the name "five-parameter" to the model, allows tracing 

the I-V curve for fixed temperature and irradiance values. In order to do this it is useful to employ the explicit 

expression, which provides the current I in function of the voltage V and of five parameters X = [Iirr, I0, n, RS, 

RSH], by using the Lambert W function [1]:  
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The matter of the five-parameter model identification from I-V experimental curves basically consists 

on a nonlinear least squares optimization problem. Indeed, given a set of N couples (In, Vn), with n=1...N, of 

measured current and voltage values respectively, we want to find the vector X which minimize the squared error 

(SE) between the values of current I(Vn) = fI (Vn,X) calculated in correspondence to the voltages Vn and the 

values of measured current In:  

(3) [ ]
2

1

( , )
N

n I n

n

SE I f V X
=

= −∑  

Clearly, from a more general point of view, the choice of the functional expressions may also be 

different, leading to different results. The extraction of the five parameters from experimental I-V curves is a 

very hard multimodal problem to such an extent that it could be also considered as a real benchmark for any kind 

of optimization technique. Indeed, the presence of several local minima (multimodal problem) prevents utilizing 

directly deterministic algorithms since they are strongly sensitive to the initial guesses (i.e. the starting values of 

the five parameters): by changing them, the algorithm could remain trapped in a different local minimum and 

then, return a different solution. 

CASES OF STUDY AND RESULTS 

Two cases of study are widely addressed in literature. They have been proposed in [3] and are 

commonly used to test the effectiveness of the extraction procedure. In particular, the data from [3] refer to a 

solar module (Photowatt-PWP 201, at 45 °C) in which 36 polycrystalline silicon cells are connected in series 

(Case Study \#1) and to a 57 mm diameter commercial (R.T.C France) silicon solar cell (at 33 °C) (Case Study 

2). In the last years, the most famous soft-computing techniques has been used to solve these two cases of study, 

but unfortunately, the aim of these works was to achieve accurate results in term of parameters without take into 

account the computational performance of the adopted technique. Now, thanks to the results found in [1], we 

know that these two cases of study are as inverse problems: 1) hard to solve, since highly dependent from initial 

guesses; 2) multimodal, indeed, although optimal values of the parameters have been found, a large set of quasi-

optimal solutions exists. These two characteristic make the two real cases ideal to be used as benchmark. In the 

following tables some of the best results in terms of RMSE proposed in literature by using different techniques 

are reported. In the full paper, all the issues regarding these benchmarks will be addressed, together with a 

comparison of the performance of some effective heuristic, and with the code suitable to define all the 

characteristics of these benchmarks.  

Table 1. Results for test case #1 

Authors Methods RMSE 

Laudani et al (2014) Red. forms + deterministic 2.0465E-3 

El-Naggar et al. (2012) Simulated annealing 2.7e-3 

Gong & Cai (2013) Adaptive differential evol. 2.4251E-3 

Jiang et al. (2013) Improved differential evol. 2.4e-3 

Table 2. Results for test case #2 

Authors Methods RMSE 

Laudani et al (2014) Red. forms / deterministic 7.7301E-4 

El-Naggar et al. (2012) Simulated annealing 1.7E-3 

Gong et al. (2013) Adaptive differential evol. 9.8602E-4 

Jiang et al. (2013) Improved differential evol. 9.8900E-4 

Askarzadeh et al. (2012) Harmony search algorithms 9.9097E-4 

Askarzadeh et al. (2013) Artificial bee swarm opt. 9.9124E-4 
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Abstract. The paper presents an optimal design process for a microgrid with an industrial load associated 

to a photovoltaic power plant and a storage unit based on high speed flywheel. The power management is 

simplified with a fast linear programming algorithm which allows simulating the whole system over a 

long period of time integrating both operating and sizing loops. The overall design procedure is led by the 

Efficient Global Optimization that interpolates the objective function with a kriging technique. Then, the 

optimal sizes for both storage and PV production are found in a reduced number of objective function 

evaluations.  

Keywords: efficient global optimization, kriging, linear programming, microgrid, optimal sizing 

INTRODUCTION 

With the development of decentralized power stations based on renewable energy sources, distribution 

networks have progressively included meshed structures [1]. It can be considered as an association of various 

"microgrids" both consumer and producer that have to be run independently while granting the global balance 

between load and generation. Adding a storage device allows more flexible operations. The management as well 

as the sizing of such systems have to be optimized considering environmental (solar, wind conditions) and 

economic data [2]. The study focuses on a microgrid with an industrial load associated to a photovoltaic power 

plant (PV) and a storage unit composed of high speed flywheels (FW). In section 1 the problem is introduced 

and a particular attention is attached to the management procedure that is coupled with the sizing problem. 

Section 2 gives details about the algorithm that performs the optimal sizing and some results are presented. 

1. INTEGRATED SIZING/MANAGEMENT OPTIMIZATION 

The optimal sizing aims at finding the best values of the PV panels (PPV in kW) and the flywheel (EFW 

in kWh). Given a system configuration with its sizing, an optimal planning tries to find the best operating costs. 

Thus a compromise has to be found between the operating and the investment cost [2]. A fast Linear 

Programming (LP) approach estimates the operating cost on a large time scale (i.e. one year) [3]. It minimizes 

the day by day cost with corresponding prices for the purchased energy (Cp) and the sold production (Cs) as well 

as the forecasts for consumption Pload and production Pprod (that depends on environmental features). On a 24 h 

of time horizon (with a time step of one hour) the goal is to find the best values for the microgrid degrees of 

freedom Pref = [Pst Pst-l ΔPPV] that determine the flows through the meters Pp and Ps and finally allow the 

computation of the cost Ci for the i
th

 day as in (1). Given a microgrid size, the investment cost Cinv is computed 

with prices of the PV panels (2000 €/kW) and of the flywheels (1500 €/kWh) over 20 years of life. Then, bounds 

for Pref are generated depending on the component sizes. The management loop computes the operating cost Cop 

by summing all daily optimized costs Ci as shown in Fig 1b. Finally, the Total Cost of Ownership (TCO) related 

to the microgrid is obtained by summing operational and investment costs. 

(1) 
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Figure 1: Studied problem - a )microgrid topology - b)integrated sizing/management optimization 
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2. MICROGRID SIZING WITH THE EFFICIENT GLOBAL OPTIMIZATION 

A whole year simulation lasts less than one minute with the LP. To avoid a long CPU time and a high 

number of objective function evaluations the sizing loop is performed using the Efficient Global Optimization 

(EGO) [4]. This method is based on the interpolation of the objective function with the kriging technique that 

estimates the function in the unexplored points with probabilistically laws [5]. Starting from randomly chosen 

test points (EFW, PPV) the EGO investigates the search space and maximizes the Expected Improvement (EI) 

criterion (Fig. 2a). This coefficient evaluates the balance between unknown areas and spaces where the objective 

function appears to be the most interesting (i.e. with the lowest TCO costs). The algorithm stops when the 

maximum number of objective function evaluations is reached or when there is no improvement of the objective 

function during a given number of iterations.  

Optimizations are performed according to two prices policies. Results are given in Table 1 and 

compared in each case with a situation "INIT" without flywheel storage and PV production where all the 

consumed energy is purchased from the main grid. In Scenario1, the electricity is sold at a high price 

(Cs = 10 c€/kWh) and Cp is moderate equals to 10 c€/kWh from 10 p.m. to 6 a.m. and 18 c€/kWh otherwise. At 

the optimal point, there is no storage and PPV is set to its upper bound (i.e. 500 kW here) to generate a maximum 

profit. If the purchased cost increases like in Scenario 2 (Cp = 16 c€/kWh from 10 p.m. to 6 a.m. and 26 c€/kWh 

otherwise) and selling the production is not subsidized (Cs = 0c€/kWh) adding a storage device becomes 

interesting with an optimum value at 44 kWh. In the same time the PV capacity is moderate at 282 kW and the 

self-consumption as well as the storage management allow decreasing the annual electric bill by 13 %. Fig. 2b 

illustrates the EGO convergence in the case of 10 starting points randomly initialized with a Latin Hypercube 

Sampling and 30 iterations. 
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Figure 2: EGO - a) algorithm architecture - b) results obtained under the scenario 2 

Table 1. Optimization results: microgrid configuration and annual costs in k€ 

 
Optimal configuration 

(EFW, PPV) 
FW cost PV cost 

Purchase 

energy 

Sold 

energy 
TOTAL INIT 

Scenario 1 [0 , 500 kW] 0.0  50.0 64.1 24.2 90.0 97.0 

Scenario 2 [44 kWh , 282 kW] 3.3 28.1 98.6 0.0 130.0 149.3 

CONCLUSIONS 

Based on a simplified power management method sped up by the linear programming, this study has 

investigated a 2-level optimization process integrating the power flow scheduling and the microgrid sizing. The 

sizing algorithm based on the EGO allows finding solutions in a reduce number of evaluations (less than 50). 

The return results strongly depends on the considered prices policies and it appears that costs of the purchased 

energy should drastically increase to justify the investment in a storage unit.  
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Abstract. In this paper, we present a MILP formulation of a peak load reduction through load shifting problem. A 

low voltage network having 53 loads is considered over 29 days, with a 5 minutes step time. Each load can be 

shifted at most once a day, and a payback effect has been considered.  

Keywords: CPLEX, Demand Side Management, MILP, Peak Shaving, Large Scale Systems. 

INTRODUCTION 

Reducing the peak power is a well-known challenge for the electrical network, that is becoming more and more 

relevant [1,2]. With the Smart Grid paradigm that has highlighted the need of flexibility coming from the consumer’s side, 

peak shaving through Demand Side Management is becoming a major concern for electrical networks. Load shifting has 

been studied a lot [3,4], but this paper aims at modeling it in a very precise way, in order to see how much the peak load 

can really be decreased. In this context, a French pilot project named GreenLys [5] has been initiated. 

THE PEAK SHAVING PROBLEM 

Non linearity 

The objective function is the minimization of the peak current at the substation over the studied period. In order to 

be exact, this current has to be calculated using the usual Load Flow equations that are shown below: 

(1)   {     }                ̅       ∑    ̅̅̅̅     ̅              {     }
 

With    ,    and    being the complex power, voltage and current at node  , and   the network admittance matrix. 

These equations are nonlinear, which make the optimization problem difficult to solve (and even more difficult when 

binary variables are needed). The problem becomes linear when loads are considered as having a constant impedance 

instead of having a constant power (the equations are then simply the Ohm’s law). Unfortunately, because of the nature of 

the problem, this is not applicable here: the decision variables are the loads themselves, thus the loads impedances are 

variables. 

Binary variables 

The load shifting model had to meet several requirements, which are listed below. This DSM (Demand Side 

Management) strategy has very little impact on consumers. Because the 

objective is to find out how much a realistic load shifting can help reducing 

the peak power, meeting these requirements is very important here. They 

have induced the use of binary variables. 

- the payback effect recovers 100% of the shifted energy 

- the highest power of the payback is 140% higher than the average 

shifted power 

- the shifting lasts one hour, and the payback effect twice 

- during a shifting, the heating system is completely turned off 

- each load cannot be shifted more than once a day 

Problem’s size 

- LV networks are three-phase four-wire networks, which multiply by four every single variable used 

- 5 minutes step time is needed to avoid smoothing the data (and most importantly the peak, which is under study here) 

- The aim is to reduce the peak over a long period (29 winter days here), which increases even more the problem’s size. 

Finally, we have 4*4 variables for each node, so considering 28 nodes and 29*288 step time, we end up with 3,741,696 

variables only to solve the Load Flow equations. Adding the constraints coming from the load shifting, that includes 

binary variables, the problem becomes really big.  

Figure 1. Low voltage network simplified representation 
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FORMULATION AND RESOLUTION 

Formulation as MILP 

Power Flow simplification : 

However, it is not obvious that such a high level of modeling is needed for this problem. A comparison has thus been 

done, between:  

- The exact current at the substation obtained using the usual Load Flow equations on the LV network shown Figure 1. 

Load curves are real data, taken over two days, with a 5 minutes step time.  

- The simple sum of the power consumed by the same loads, without taking into account any losses, voltage drop, nor 

unbalance. 

As a result, the error has never exceeds 0.8% for a large range of power. The simplification is thus validated. 

DSM model : 

The DSM has been modeled using binary variables. Concerning the payback effect, although the natural formulation 

is nonlinear, it has been written in a linear way in order to solve the problem as a MILP.  

Modeling system and solver 

Using the formulation previously described, the problem still have lots of variables, but it has been modeled as a 

MILP, for which large scale problems can be solved. This has led to the use of GAMS and CPLEX. GAMS is a modeling 

tool particularly adapted for large scale systems. It includes a presolver feature able to reduce the size of the problem. 

CPLEX is a state of the art solver for MILP problems, able to solve large and numerically difficult problem through an 

evolved branch-and-bound search. 

Results 

The next figure shows that the peak power has been decreased by more than 25%, while having almost no impact on 

the inhabitants’ comfort. Indeed, it has been measured that cutting the heating system for one hour induce a negligible drop 

in temperatures. 

CONCLUSIONS 

The proposed formulation has allowed finding how much the peak power can theoretically be decreased using a 

load shifting model as realistic as possible. This was a large scale problem, with binary variables, initially nonlinear. It has 

been modeled as a MILP in order to be solved. 
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Abstract. This paper studies the efficiency of the GPGPU (General Purpose Computation on Graphics
Processing Units) technique for the implementation of a parallel  PSO (Particle Swarm Optimization)
algorithm  applied  for  the  optimization  of  electromagnetic  field  devices.  Several  sequential  PSO
algorithms are compared in order to find the most suitable one for the electromagnetic device to be
optimized.  The  best  PSO algorithm is  parallelized using  GPGPU  technique,  and  the  sequential  and
parallel implementations are compared using as criteria the speed up and the solution quality. For testing,
the TEAM22 benchmark electromagnetic problem was chosen.

Keywords: PSO, GPGPU, electromagnetic field, optimization, TEAM22.

PARTICLE SWARM OPTIMIZATION (PSO)

PSO is an iterative optimization algorithm initially proposed by Kennedy and Eberhart [1]. The classic
PSO algorithm has the roots in biology and is inspired from the social behavior inside a  bird flock or a fish
school. Each particle in the swarm is described by the current position and velocity.  The position encapsulates
the potential solution of the optimization problem while the velocity describes the way the position is modified .

During time,  in order to improve the performance of the classic PSO different methods were proposed. 
Some of the most efficient PSO based algorithms available today are SPSO (Standard PSO), QPSO (Quantum-
behaved PSO) and DPSO (Discrete PSO).

Currently at the third version (SPSO 2011), the SPSO brings changes to the original algorithm in terms
of neighborhood, initialization,  velocity and position update equations, and confinement [2]. The SPSO 2011
uses  an  adaptive  random  topology  (a  particular  case  of  stochastic  star)  which  changes  the  graph  of  the
information links after each unsuccessful iteration. The initialization for velocity and position is made in order to
avoid leaving the search space, especially when the number of optimization variables is  high.  The velocity
formula introduces the center of gravity term for rigorously obtain easy “exploitation” and “exploration”. The
gravity term depends of three points: the current position, a point relative to the previous best position, and a
point relative to the previous best neighborhood position.

In PSO the trajectories of the moving particles are according to Newton mechanics. QPSO is a quantum
system, each particle having a quantum based behavior [3]. The quantum behavior of a particle is described by a
wave function  Ψ (Schroedinger equation), with |Ψ|2 being the probability density function for a position of a
particle. On the other hand, while for the PSO algorithm the particles converge to the solution through the global
best, in QPSO the particles exert greater  influence on each other through a mean best, thus the probability to be
trapped in local minimum is smaller. 

The  PSO,  SPSO  and  QPSO  algorithms  generate  solutions  containing  real  numbers.  For  discrete
optimization problems in order to obtain discrete (binary) results the values at each step have to be rounded.
Another approach proposed for discrete optimization problems is DPSO [4]. In DPSO one potential solution can
contain only discrete values from the search space. Because of this, many DPSO algorithms are a combination of
PSO and GA (Genetic Algorithms), and perform operations as mutation and crossover over the swarm particles.
Although they were designed for  discrete problems,  the DPSO algorithms can also be used for  continuous
problems were a finite precision for the optimisation variables is acceptable.

In this paper SPSO, QPSO, and DPSO algorithms are used for the optimization of an electromagnetic
device in order to decide which one is the most effective method. PSO algorithms are known as global search
zero-order optimization methods. Their main drawback is the large number of objective function evaluations

12



13th  International Workshop on Optimization and Inverse Problems in Electromagnetism
September 10 – 12, 2014, Delft, The Netherlands

needed.  In the  case  of  real  world  problems  this  leads  to  a  significant  computation time  for  the  sequential
implementations. Thus optimization algorithms are very well suited for parallel implementations.

GENERAL PURPOSE COMPUTATION ON GRAPHICS PROCESSING UNITS (GPGPU)
Driven by the market demand for realtime, high-definition 3D graphics, the GPU (Graphic Processor

Unit)  has evolved into a highly parallel,  multithreaded, manycore processor with tremendous computational
horsepower and very high memory bandwidth [5]. While a CPU focuses on the data caching and flow control,
the GPU is specialized for compute-intensive, highly parallel computation (exactly what graphics rendering is
about) and therefore designed such that more transistors are devoted to data processing. More specifically, the
GPU is especially well suited to address problems that can be expressed as data-parallel computations (the same
program is executed on many data elements in parallel) with high arithmetic intensity (the ratio of arithmetic
operations to memory operations).

In order to use the GPU for general purpose computation and to solve complex computational problems
from different and various domains (not only graphics rendering) several programming models such as CUDA
and OpenCL have been created. Introduced in 2006 by Nvidia, CUDA (Compute Unified Device Architecture)
is a programming model which comes with a software environment that allows developers to use high level
programming languages like C for writing general purpose parallel applications.

In the current paper CUDA language is used to implement a parallel version of the best PSO algorithm
for solving the electromagnetic optimization problem. The parallel and the sequential implementations will be
compared in terms of speed up and solution fitness for  different swarm sizes. The main theoretical advantages
of the parallel versus sequential implementation are the speed up and the possibility to increase the swarm size
without a significant increase of the global processing time (due to the parallel evaluation of the particles).

THE TEAM22 BENCHMARK PROBLEM
For testing and comparing the PSO based algorithms the TEAM22 benchmark electromagnetic problem

was chosen as optimization problem [6].
Two  concentric  coils  carrying  current  with

opposite  direction  (Fig.  1)  and  running  under
superconducting conditions offer the opportunity to store
a significant amount of energy in their  magnetic fields
while  keeping  the  stray  field  within  certain  limits.  An
optimal design of the system should therefore couple the
desired value of energy to be stored with a minimal stray
field. The objective function has eight parameters, radius,
height, thickness and current density of both coils.

The  full  paper  will  study  the  efficiency  of
GPGPU technique applied to the best PSO algorithm for
solving the TEAM 22 problem. The comparison between
the parallel and sequential implementations is measured
in terms of speed up and solution fitness. The influence
of the population is discussed as well.

Figure 1. Problem configuration.                    
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Abstract. This paper deals with the multiphysics modeling of mechatronic systems (building energy 

management, electrical drive). It focuses on the automatic modeling of thermal phenomena using 

equivalent circuit description. From such a description, the paper proposes an approach able to 

automatically generate files with the corresponding model equations and their Jacobian (useful for 

optimization algorithm like SQP). For multiphysics problems, the thermal model is coupled to other 

models thanks to CADES environment. A main specificity of the approach is the ability to deal with the 

selectivity of the inputs and outputs of the generated model according to the problem specifications, 

which reduces drastically the size of the model and the computational complexity. The approach is 

applied on the sizing of an electrical machine. 
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INTRODUCTION 

In a modeling context to size a system, a multi physical approach is often required for more realistic and 

global results. The paper proposes to add static thermal phenomena to a system model by using an equivalent 

thermal circuit approach. When numerous constraints appear in the system specifications, an optimization 

algorithm like SQP is well adapted for the sizing. However, this requires the calculation of the model gradients.  

One of the main features proposed in the paper is the concept of selectivity, described in Fig. 1. There, 

only the selected parameters that vary during the optimization appear in the model and its Jacobian, in order to 

reduce the calculation time and memory (RAM). The main purpose is the automatic generation of the model 

solving and its Jacobian for any optimization algorithms. 
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Figure 1. Concept of selectivity, selective model with required inputs and outputs only. 

THERMAL MODELING AND SELECTIVITY 

The thermal modeling of an electrical device aims to give temperatures at different points in order to 

calculate the thermal evolution of material characteristics and size coolers [1]. The thermal equivalent circuit of 

the system is a way to deal with such a modeling in a system or in an optimization context. Here, it is essential to 

describe the thermal resistors with numerous parameters rather than a simple value in order to optimize the 

system according to its numerous physical and geometrical parameters. To aid the modeling and to deal with the 

Jacobian of the model, the paper proposes a database that contains predefined resistors, where each component is 

described by the equations to calculate its thermal resistance and gradients according to the corresponding 

geometrical and physical parameters.  

 A thermal equivalent circuit is similar to a reluctance network used for electromagnetism modeling, 

both are localized constants models. However, for thermal problems, nodal approach is more suited because 

temperatures (equivalent to voltages) have to be calculated, whereas magnetic fluxes (equivalent to currents) are 

calculated with a mesh approach in electromagnetism [2]. From such a description, using Kirchhoff’s laws, the 

paper proposes to automate the building of the linear system of equations and their Jacobians. For their solving 

and to compute the matrix invert of this equation system (needed for the Jacobian), the paper proposes to use a 

LU method. According to the selected parameters and criteria to optimize, the generated model only deals with 

the variables and the partial Jacobian required by the specifications (like previously defined in Fig. 1). By this 

way, the sizing model defined according to the specifications, is smaller and faster. The complete formulation of 

the thermal model and its Jacobian will be detailed in the full paper. 
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IMPLEMENTATION OF THE AUTOMATIC MODELING 

The described approach is implemented as a model generator named ThermoTool (see Fig. 2). The 

designer describes the thermal equivalent circuit of its application, using the components available in the 

component database. If some components do not exist, like the one studied in [3] for example, he can create 

them by writing their equations and their gradients in XML representation. The generated thermal models are 

translated in Java code. They are coupled to other models thanks to the modeling language of CADES 

framework (SML) [4]. Then, a global optimization model is obtained and generated as an ICAr component 

software [4], available for several optimization environments (CADES Optimizer, Matlab, GotIt…). 
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Figure 2. Different steps of the multiphysics optimization approach with ThermoTool 

APPLICATION 

A thermal optimization has been carried out on the sizing of an electrical machine to reduce a specific 

temperature point according some geometrical parameters. The whole thermal model has 19 inputs and 14 

outputs. The equivalent circuit of the system was defined with line and cylindrical conduction resistors and 

convection resistors. Then, a SQP (VF13) algorithm was used for the optimization process within CADES.  

CONCLUSIONS 

The first version of ThermoTool is a basic prototype that is already convenient for thermal equivalent 

circuit modeling and automatic generation of the files required for the sizing of mechatronic systems by 

optimization. However, at the present time, the user creates a new component by hand-writing, giving its 

equations and corresponding gradients in a XML database. In future work, the components will be described 

only by symbolic expressions, and automatic derivation will be used to build the corresponding Jacobian. The 

approach has already been used in a thermal optimization of an electrical machine. A CADES multiphysics 

optimization of an electrical motor (Toyota PRIUS) is currently undergoing and will be described in the full 

paper. The thermal model without selectivity has 29 inputs and inputs. The complete multiphysical model has at 

least 24 inputs and more than 100 outputs after selectivity. The sizing is carried out using SQP optimization. 
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Abstract. Deterministic Dynamic Programming is frequently used to solve the management problem of 

hybrid vehicles (choice of mode and power sharing between thermal and electric sources). However, it is 

time consuming and thus difficult to use in global sizing optimization or in parametric studies. This paper 

presents a comparison between three methods to compute the DDP problems. These methods are applied 

on the well known case of the Toyota PRIUS. It proves that a dense matrix method can reduce the 

computation time by up to 10 compared to classical solving methods. 
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INTRODUCTION 

Hybrid Electric Vehicles (HEVs) are an effective solution to reduce CO2 and pollutant emissions [1]. The 

electrical driveline provides additional functionality to the drive train. Among them, regenerative braking and 

electrical propulsion mode are the most efficient to improve systems efficiency. Combined electrical and thermal 

propulsion and battery recharge by engine also allow substantial gain. Finally, engine and wheel speed 

decoupling, as in series parallel hybrid such as Toyota PRIUS, is another possibility to reduce the fuel 

consumption. 

These different capabilities have to be used in the best manner to reduce the fuel consumption as much as 

possible. The choice of this operating mode (i.e. the power energy management) is thus a key point of the 

efficiency of hybrid architectures [2]. 

The fuel consumption of a hybrid vehicle can only be announced taking into account the battery discharge 

over a driving cycle long enough to be representative of real use conditions. In fact, the power management law 

cannot be simply developed to minimize the fuel consumption in each step of time but has to globally respect a 

global amount of discharge of the battery.  

Optimal energy management methods are then very useful to determine the best management law along a 

known in advance representative driving cycle. These methods are obviously applied offline as they need to 

know in advance the drive cycle. Optimal off-line management remains nevertheless of great importance to 

develop efficient online management laws, to perform objective comparisons between hybrid solutions [3], to 

size component, and in optimal global design process to avoid the unknown and non-monotonic impact of the 

management on the fuel economy. 

Two off-line methods are currently used in order to calculate optimal management; the Pontryagin’s 

minimum principle and the Deterministic Dynamic Programming. These two methods can take a long time to 

achieve the optimal management over a drive cycle of several hundreds of seconds. This can be a critical point 

especially in comparative or parametric studies and even more critical in design process when the fuel 

consumption of thousands of solutions needs be calculated. It is then of high importance to reduce the computer 

effort as much as possible during such calculation. 

In this paper, the authors choose to focus on DDP [4] and investigate the different possibilities to reduce the 

calculation time. The DDP principle is to find the optimal battery state of charge trajectory to minimize fuel 

consumption along a known in advance drive cycle. This is performed in a restrictive SOC versus time meshed 

area (graph) limited by battery maximum charge and discharge possibility fixed by the systems. Another 

specification when applying DDP to hybrid vehicles is the consideration of all electric modes. If the battery state 

of charge is sampled (for numerical consideration) you have to make sure that one of the sampled state 

corresponds to electric mode with no fuel consumption associate.  

Several manners to improve time calculation can then be investigated:  

- Reduce the size of the graph as much as possible. 

- Build the graph to ensure that the electrical modes correspond to existing edges. 

- Use vectorial calculus in edges cost calculation. For that all edges costs of the graph are calculated in 

one time before solving the graph.  

- Improve the manner to solve the DP problem avoiding loops and big matrix.  

In this paper, the authors present the method they used to reduce the DDP calculation time to a handful of 

second (3 to 30). The four precedent points are treated in the final paper. Then, an example on the THS [5] 

architecture is presented.  
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METHOD TO SOLVE THE DDP 

In HEVs DDP problem leads to find the optimal SOC trajectory to minimize the fuel consumption along a 

known in advance driving cycle. This is performed in a meshed area (Fig. 1). Points of consecutive columns are 

linked by edges associated to fuel consumption. The sum of the fuel consumptions on a trajectory is the 

objective to minimize. 

This part deals with three different manners to solve the 

DDP problem (Fig.1): 

(i) A first intuitive method which uses a loop on each 

point of a column inside the loop at each time k. 

(ii) A matrix method which treats each point of a 

column in a vectorial manner but uses great sparse 

matrix with lot of non defined elements. 

(iii) A third method based on dense matrix referencing 

to index in a global matrix of cost and weight. 
 

 

 
Figure 1. This is the figure caption for centred figure. 

APPLICATION ON THE TOYOTA PRIUS-II 

The previously presented methods of optimal management have been applied to different type of hybrid 

architectures including different HEV architectures. In this paper, to provide data on computer effort during the 

process of optimisation, the well known Toyota PRIUS [5], (Fig.2) is chosen as an example.  Table 1 shows the 

time to compute the DDP problem using a CPU running at 2660 MHz and 24 GB of memory. A matrix method 

(ii) easy to program does not seem to be really efficient. However, reduction by a factor 4 to 7 can be obtained 

with the third method (iii) based on dense matrix compared to the easiest methods. 

 Table 1. Simulation time on the example of Toyota Hybrid System.     Figure 2. Toyota PRIUS system. 

 

 

 

 

 

                                                                            CONCLUSIONS 

This paper presents a method to compute in an efficient manner the dynamic programming problem in the 

case of hybrid vehicles. The example of the Toyota PRIUS is presented but the method remains valid for all 

hybrid architectures. Reduction of a factor up to 10 can easily be achieved.  Final paper will also present the 

manners to reduce the size of the graph. It will explain why and how to the electrical mode is taken into account. 

The calculus of the cost for THS will be described and more results with different precision of the graph will be 

shown. 
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Abstract. In this paper, we present an efficient and robust algorithm for multiobjective optimization of 
electromagnetic devices. The recently developed biogeography-based optimization (BBO) is modified by 
adapting its migration model function so as to improve its convergence. The proposed Modified 
Migration Model biogeography-based optimization (MMMBBO) algorithm is applied into the optimal 
geometrical design of an electromagnetic actuator. This multiobjective optimization problem is solved by 
maximizing the output force as well as minimizing the total weight of the actuator. The comparison 
between the optimization results using BBO and MMMBBO shows the superiority of the proposed 
approach. 

Keywords: Actuator, biogeography-based optimization, electromagnetic device, evolutionary 
computation.  

INTRODUCTION 

In last decades, several evolutionary algorithms (EAs) have been utilized for the optimization of 
electromagnetic devices, such as genetic algorithm, etc. Recently, a biogeography-based optimization (BBO) 
technique has been presented as an alternative global heuristic algorithm [1], which emulates the geographical 
distribution of biological organisms. In fact, BBO is based on the migration of species across habitats [2]. In the 
BBO model, problem solutions are represented as islands, and the sharing of features between solutions is 
represented as immigration and emigration between the islands. In BBO algorithm, habitats and habitat 
suitability index (HSI) are respectively the analogous to the problem solution and fitness in other EAs. Migration 
in BBO is reciprocal which means there is both immigration and emigration between habitats. Their respective 
rates, λ and μ, are determined using the HSI of a habitat; a habitat with a high HSI has a low immigration rate 
and consequently a high emigration rate, and vice-versa. The migration rates are directly related to the number of 
species (S) in a habitat. This migration process increases the diversity of the habitat and contributes for species 
information sharing and the mutation probability. These concepts are used in the BBO algorithm to find the 
optimal solution. The immigration and emigration rates are calculated respectively using  maxSESs  , and

  max1 SSIs  , where E and I are the maximum rate of emigration and immigration. Smax is the largest 

possible number of species. 

MODIFIED MIGRATION MODEL BIOGEOGRAPHY-BASED OPTIMIZATION 

In the BBO algorithm, there are two main operators: migration and mutation. The selection of the optimal 
solution is fundamentally based on immigration and emigration rates [3]. Consequently, in this paper, we 
propose a new formulation for the migration model that describes immigration and emigration rates in order to 
improve the convergence performance for the optimization problems, for example  maxSES ns  , where (n) 

controls the convergence of the optimal solution. The BBO and MMMBBO are used to for the optimal 
geometrical design of an electromagnetic actuator, see [4, 5]. The multiobjective optimization problem is 
formulated to maximize the output force and to minimize the total weight. 

PRELIMINARY RESULTS 

First we applied the proposed methodology into the 3-parameter TEAM benchmark problem 22 [6]. The 
results obtained in this benchmark problem validate the importance of the modification in the conventional BBO  
optimization technique. 

20



 
 

Moreover, the BBO and MMMBBO have been successfully applied into our electromagnetic application, 
which is modeled using 2D finite element method. Figure 1 shows the geometry of the considered 
electromagnetic device. It is an electromagnetic actuator with 6 design parameters. Figure 2 shows a comparison 
between the convergence history of the BBO and MMMBBO. The fitness values for both approaches are given 
in the caption. In the full paper, we present the complete algorithm with the mathematical impact of the proposed 
modification. Comparison with other EAs will be provided. 
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Figure 1: Geometry of the considered electromagnetic 

actuator. 

Figure 2: The comparison between the convergence history of 
the BBO and MMMBBO (n = 6).  The fitness values of the BBO 

and MMMBBO are 2.06e-4 and 1.417e-8, respectively. 

 

CONCLUSIONS 

An efficient modification on the tradition biogeography-based optimization was presented. The proposed 
Modified Migration Model biogeography-based optimization (MMMBBO) algorithm was applied into the 
optimal geometrical design of an electromagnetic actuator. The obtained results reveal the effectiveness of the 
proposed MMMBBO. 

ACKNOWLEDGEMENTS  

The second author gratefully acknowledges the financial support of the Special Research Fund (BOF) 
of Ghent University.  

REFERENCES 

[1] D. Simon, “Biogeography-based optimization,” IEEE Trans. on Evolutionary Computation, vol. 12, pp. 702-
713, 2008. 

[2] A. Wallace, The Geographical Distribution of Animals (Two Volumes). Boston, MA: Adamant Media 
Corporation, 2005. 

[3] H. Ma, “An analysis of the equilibrium of migration models for biogeography-based optimization”, 
Information Sciences, vol. 180, pp. 3444–3464, 2010. 

[4] J. Biedinger and D. Lemoine, “Shape Sensitivity Analysis of Magnetic Forces”, IEEE Trans. on Mag., vol. 
30, pp. 2309-2516 ,1997.  

[5] M. C. Silva, L. S. Coelho, and L. Lebensztajn, “Multiobjective biogeography-based optimization based on 
predator–prey approach,” IEEE Trans. Magn., vol. 48, no. 2, pp. 951–954, Feb. 2012 

[6] P. G. Alotto P. G. Alotto et al., SMES Optimization Benchmark: TEAM Workshop Problem 22 [Online]. 
Available: http://www.igte.tugraz.at/team22. 

 

MMMBBO

BBO

21



22



23



13th  International Workshop on Optimization and Inverse Problems in Electromagnetism 

September 10 – 12, 2014, Delft, The Netherlands 
 

OPTIMAL PROBE DESIGN  

FOR LORENTZ FORCE EDDY CURRENT TESTING 

Konstantin PORZIG*,   Reinhard SCHMIDT*,   Marek ZIOLKOWSKI*†,     

Matthias CARLSTEDT*,   Hartmut BRAUER*   and  Hannes TOEPFER* 

*TU Ilmenau, Dept. of Advanced Electromagnetics, Helmholtzplatz 2, 98693 Ilmenau, Germany 

    †West Pomeranian University of Technology, Dept. of Applied Informatics, Sikorski Str. 37, 70313 Szczecin, 

Poland                               

E-mail: konstantin.porzig@tu-ilmenau.de 

Abstract. Lorentz force eddy current testing is a contactless method to investigate conductive materials 

regarding the presence of inclusions and defects. The performance of such a system strongly depends on 

the applied probe which acts as an electromagnetic field source and sensor at the same time. We propose 

an optimization strategy to maximize the absolute defect response signal while ensuring technical 

feasibility.  The present study shows that cylindrical magnets should be preferably used for deep lying 

subsurface defects while Halbach cylinders outperform the latter in case of surface flaws due to a more 

focal magnetic field.     

Keywords: Eddy current testing, Non-destructive testing, Nonlinear programming, Finite element 

method. 

INTRODUCTION 

In Lorentz force eddy current testing (LET), a conductive specimen is tested by applying relative 

motion between a permanent magnet and the object under test [1]. In consequence, eddy currents are induced 

inside the conductor which are disturbed in presence of a defect. This effect can be measured by a force sensor 

attached to the permanent magnet due to the presence of Lorentz forces. The principle of LET together with a 

characteristic perturbation of the drag-force Fx is shown in Fig. 1 together with the geometry and magnetization 

direction of the Halbach cylinder configuration containing a small iron plate to concentrate the magnetic field on 

the surface of the moving conductor. The absolute defect response signal (ADS) is defined by the difference 

between the forces in a conductor free of defects Fx0 and the point of maximum perturbation Fxd. This quantity 

strongly depends on the geometry and location of the magnet and the defect. 

     

 

Figure 1. Principle of Lorentz force eddy current testing and cross section of the Halbach cylinder configuration used in the 

optimization framework to maximize the absolute defect response signal of a defect located in conductive material.  

PROBLEM DEFINITION 

The goal of the optimization is to maximize the ADS of the LET system (objective function, f(x)) by 

varying the geometric parameters of the magnet (design variables, x) while satisfying the given range of the 

force sensor (constraints, Fx0
max) at a given lift-off distance h, velocity v, conductivity  defect size (xdef, ydef,  

zdef) and defect depth d (parameters, p). Table 1 shows the goal function f(x) as well as the inequality constraint 

c(x) for the drag-force Fx, the design variables x and the applied limits for the magnet volume Vmag.  
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Table 1. Definition of the optimization problem to maximize the absolute defect response signal (ADS) in LET. 
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METHODS 

In order to solve the forward problem, a time efficient forward FEM model is developed by using 

COMSOL Multiphysics [2]. This includes the assumption of low magnetic Reynolds numbers i.e. symmetric 

field and force profiles. Therefore, the Weak Reaction Approach is applied in a three step algorithm [3]. In the 

first step, the primary magnetic field of the permanent magnet is calculated with a scalar magnetic potential 

formulation (ψ) in 2D making use of the axisymmetry of the problem which significantly reduces computational 

cost. In this step, the nonlinearity of the iron plate (BH curve) is taken into account. Secondly, the primary 

magnetic field is transformed to 3D space and the induced eddy currents inside the conductor in motion which is 

free of defects are calculated by means of a scalar electric potential formulation (φ). In order to determine the 

ADS, a third simulation is performed, where the conductor contains an equivalent cuboidal defect with volume 

Vdef = 50 mm³ of size (5x5x2) mm³ located at a depth of d. This forward solution is used in combination to a 

sequential quadratic programming (SQP) algorithm using a multi-start approach to avoid convergence to local 

minima or plateaus.    

RESULTS AND CONCLUSION 

 

The optimization is performed for 

different defect depths, ranging from surface 

defects at d = 0 mm to deep lying defects at 

d = 10 mm. The optimized geometrical parameters 

of the magnet are shown in Fig. 2 as a function of 

defect depth. All results converged to the defined 

maximum magnet volume (Vmag = 8000 mm³). The 

constraint of maximum force (Fx0
max = 3 N at 

v = 0.5 m/s and h = 1 mm,  = 30.61 MS/m) is 

reached as well, which indicates, that optimal 

magnet geometries are located at the constraint 

boundaries. The results in Fig. 2 show, that the 

geometry of an optimized magnet system depends 

on the depth of the defect. In case of surface 

defects, a clear Halbach structure with an iron plate 

emerged (R1/R2 < 1, H1/H2 > 0). However, with 

increasing defect depth, the optimized structure 

tends towards a standard cylinder without any 

ferromagnetic material (R1/R2 → 1, H1/H2 → 0). 

CONCLUSION 

The present work provides a first approach to increase the ADS in a LET system to detect defects in 

electrical conductive materials. The study showed, that the underlying conditions and the detection goal clearly 

defines the geometry of an optimized magnet system. A Halbach magnet supported by passive ferromagnetic 

material outperforms standard cylinders in case of defects located close to the surface of the conductor. 

However, for the detection of deep lying defects, standard cylindrical magnets are proposed. Future work will be 

related to experimental validation of the results.  
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Figure 2. Optimized geometrical parameters of the Halbach 

magnet as a function of defect depth d. 
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Abstract. A energy hub is a local energy system where generation, loads and storage are interacting 

among them and with external infrastructure. The power production scheduling of the various modules 

can be handled by an optimization procedure that tries to minimize the overall energy cost on a given 

time period, for instance one day. In this paper a new kind of shape functions is used to model the power 

going in and out of the storage system. These functions satisfy some basic properties of the storage and 

reduce the number of degrees of freedom of the optimization. The new shape functions are described and 

some examples, showing their advantages, are presented. 

Keywords: Energy Management, Energy hub, Energy storage, Pattern Search. 

INTRODUCTION 

The management of energy systems with storage must rely on some strategy for its usage. If a 

renewable power source is present, for instance a Photo-Voltaic (PV) plant, energy produced by the source, in 

excess to user request, can be stored for later use. Due to the variability of energy output by renewables and to 

the limited size of the storage, this strategy must be adapted on the basis of weather and load forecasts to be sure 

that all surplus energy can be stored and used when it is most convenient, for instance when the price of energy 

purchased from the grid is more expensive. In addition technical constraints of the energy storage module, as for 

instance maximum and minimum value for stored energy, maximum power etc. must be satisfied. 

This problem is often approached by means of the definition of a scheduling time interval, for instance 

one day, and discretizing it in a number Ni of sub-intervals, within which the quantities defining the power flow 

within the system, for instance a produced power, are considered as constant. In this way, the operating 

quantities become the variables of the optimization problem. If the number Ni of time intervals becomes large 

particularly efficient optimization procedures, able to deal with large scale problems, must be employed, as for 

instance Mixed Integer Linear Programming [1, 2]. This approach is quite efficient for the off-line optimization 

of energy hubs when powerful computational resources can be employed. Otherwise, when an on-line 

optimization has to be performed, the computational tools available are constrained by the hardware dedicated to 

the management usually limited in computational resources like memory and speed. A drastic reduction of the 

number of optimization variables can be achieved by formulating the problem not in terms of instant quantities 

but as sum of particular shape functions approximating the time behavior of the power quantities with a lower 

number of degrees of freedom.  

 

APPROXIMATION OF STORAGE POWER 

The storage module inserted inside a PV based energy hub is generally used on a one day cycle: it is 

charged during the day, when PV is supplying power, and is discharged in the other hours. The first hypothesis 

that can be made is about periodicity of the storage management: at the end of the one day process storage must 

be left in the same state that at in the beginning. In this way the storage power must have a null net balance. The 

simplest shape that satisfies this assumption is reported in Figure 1 and is made up by two pulses of equal width 

τ, that can be delayed by means of the two values δ1 and δ2 to fit with the PV production and with the load 

demand. Energy storage is represented by the load convention so that a positive value of power means a charging 

power. The shape function is defined as periodic in the 24 hours period so that if part of the pulses overflows the 

midnight, it is applied in the first hours of the day, as shown in figure 1 (b). In Figure 2 the application of the 

storage shape function to a case of one day scheduling on a quarter of hour base is shown. The system is made 

up of on PV plant and by a load whose profiles are defined. For each of the 96 time instants, the power balance 

equation is given by: 

  (1) 
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so that, once the optimizer has defined the power going in/out of the storage   for all 96 time intervals, the 

power purchased by the grid is obtained as difference. The use of the proposed approach has allowed the 

reduction of the degrees of freedom from 96 to 6. The objective function is defined as: 

  (2) 

where  is the unit power purchasing price and  is the time discretization step. In this case a Pattern Search 

algorithm is used to reduce the energy cost which depends on the electrical power purchased from the electrical 

grid. In the present example, the procedure has reached a cost reduction factor of 44 during the search in 92 

iterations. Figure 2 (a) shows the time behaviors of the power quantities and it highlights how the process has 

reduced the consumption of grid power. 

The use of an efficient scheme for representing the power flows in and out of the storage is a key issue 

for reducing the number of degrees of freedom enabling the optimization even under scarce computational 

resources. 

  
(a)      (b) 

Figure 1. Shape function for storage power description. (a) on a 24 hour basis basis; (b) as a periodic 24 hours time basis. 

 

  
(a)       (b) 

Figure 2. Diagram of power flows inside the energy hub (a) and of the stored energy (b). 
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Abstract. Magnetic characteristics of the core materials of electromagnetic devices are retrieved by 
solving a combined experimental-numerical electromagnetic inverse problem. However, both 
measurement noise and uncertainties of the forward model may deteriorate the accuracy of the recovered 
solution. In this perspective, we review the use of the electromagnetic inverse problem for the 
identification of the magnetic material properties. The inverse algorithm is combined with a stochastic 
uncertainty analysis for a priori qualitative error estimation and a quantitative error reduction. The 
complete inverse methodology is applied onto the identification of several macroscopic properties of the 
magnetic material of a wide range of rotating electrical machines. Numerical and experimental 
validations of the proposed approach are presented. This complete inverse algorithm can be applied into a 
wide range of applications in electromagnetic community. 

Keywords: Inverse problem, magnetic material characterization, stochastic uncertainty analysis. 

INTRODUCTION 

Soft magnetic materials are present in many electromagnetic devices and are widely used in industrial 
applications. In order to analyze magnetically such applications, e.g. by numerical techniques, the magnetic 
characteristics of the material inside the device have to be known. There are several standard measurement 
techniques for characterizing magnetic materials, e.g. an Epstein frame is commonly used for identifying the 
magnetic properties of a material. However, this requires extra samples of the magnetic material used in the 
electromagnetic device. These extra samples are often not available. Moreover, the characteristics of the 
magnetic material may be altered during the device manufacturing. Therefore, it is convenient to characterize the 
material on the specific geometry of the device itself. In practice, the direct identification of the magnetic 
material exclusively based on magnetic measurements is quite difficult and sometimes impossible, due to the 
complexity of the electromagnetic device geometry. Therefore, an alternative method is needed.  

Recently, the authors have reconstructed some important macroscopic magnetic features, such as a 
single-valued B-H curve, hysteresis loop, and iron loss parameters, of the core material of several rotating 
electric machines by a combined experimental-numerical electromagnetic inverse problem [1] - [3]. These 
inverse problems are coupled with a stochastic uncertainty analysis in order to estimate and/or reduce the error 
originates from different kinds of uncertainties. The goal of this paper is to present the complete algorithm of this 
unified electromagnetic inverse approach. 

METHODOLOGY 

Basically, in order to estimate the unknown parameters x, an inverse problem has to be solved by 
iteratively minimizing the residuals between the experimental observations of the magnetic system W and the 
modeled ones Φ. In other words, the functional Ƭ =  ‖� − �(�)‖� needs to be minimized �� = argmin Ƭ, with 
�� being the recovered unknown parameters using the inverse approach. The resolution of the inverse procedure 
highly depends on both measurements and modeling accuracy. In other words, Ƭ can depend on the definition of 
the inverse problem, i.e. the place where the measurements are conducted, the objective function to be 
minimized, etc. This resolution is due to measurement noise, available uncertainties in the forward mathematical 
model parameter values, or the simplifications in the used model. 

In practice, the actual measurements W, can be expressed as � =   �(�) + �� + ��, with �� and��  
being the measurement noise and the modeling uncertainties, respectively. In fact, the modeling error �� can be 
divided into two main parts: the modeling error due to the uncertainty of some model parameters b, and the 
modeling error due to the simplification of the used mathematical model. Due to such errors, when minimizing 
the cost function Ƭ, the values of the recovered parameters �� and the actual parameter values �∗are not necessary 
equal, i.e. ��  ≠ �∗. 
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Error estimation in the inverse problem solutions 

In order to a priori estimate, in a qualitative way, the level of inaccuracy in the inverse problem solution 
due to noisy measurements and/or uncertainties in the model parameters, we propose to use the stochastic 
Cramér-Rao lower bound (sCRB) technique. The sCRB is based on the calculation of the Fisher Information 
matrix, which is based on the sensitivity analysis of the forward model to the uncertain parameter. 

Error reduction in the inverse problem solutions 

However, estimating ‘qualitatively’ the error in the inverse problem is not enough, the developed 
algorithm should decrease that error as well. Therefore, two efficient numerical techniques, namely the minimum 
path of the uncertainty (MPU) technique and the stochastic Bayesian approach, have been used for minimizing 
‘quantitatively’ the modeling error.  

The mathematical proof of the aforementioned techniques, as well as the numerical and experimental 
validation, will be given in the full paper. Fig. 1 shows the general flow chart of the combined experimental-
numerical inverse algorithm for the identification of magnetic material properties of an electromagnetic device 

 

  (*) 

(*)

 

Figure 1: The general flow chart of the combined experimental-numerical inverse algorithm for the identification of 
magnetic material properties of an electromagnetic device, [3]. 

CONCLUSIONS 

An efficient coupled experimental-numerical inverse problem is proposed for characterizing the 

properties of a magnetic material. The proposed methodology is not only capable of estimating a priori the 

error in the inverse problem solution, but also to reduce quantitatively such errors. 
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Abstract. An evolution strategy approximating a single Pareto-optimal solution in an objective space 
exhibiting more than two objectives, and a modification of a standard NSGA-II code controlling the 
spread-out of unfeasible solutions are proposed. The optimal design of a magnetic micro-switch is 
considered as the case study. 
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INTRODUCTION 

The automated optimal design of MEMS might be approached in a systematic way in terms of non-
linear multi-objective optimization of objective functions subject to a set of constraints [1]. In particular, higher-
order optimization problems exhibit three objective functions or more. In this respect, finite-element method and 
evolutionary computing are a standard approach to field analysis and synthesis, respectively. 

Mutation is the main operator in an evolution strategy algorithm: the best between parent and offspring 
survives in the next generation. Should an offspring violate constraints, it is overlooked; so, if a set of parents 
generates a set of offsprings within a parallel-processing scheme, the failure of a single offspring to fulfil 
constraints has no influence on the other parallel-processed offsprings. However, the diversity of population 
might be modest. 

In turn, cross-over is the main operator in non-dominated sorting genetic algorithms (NSGA): the 
recombination of a pair of genes within the current chromosome substantially enhances the diversity of 
solutions; however, the probability of constraint violation might be high. In fact, diversity and feasibility are 
somehow in conflict, and the failure of a gene pair tends to spread out of the feasible region in an uncontrolled 
way. 

Moving from these remarks, two methodological issues are here proposed: an evolution strategy 
approximating a Pareto-optimal solution in an objective space exhibiting more than two objectives, and a 
straightforward modification of a standard NSGA-II code [2] controlling the spread-out of unfeasible solutions. 

OPTIMIZATION METHODS 

Individual-based: Paretian evolution strategy (P-EStra) 
An offspring is accepted if, and only if, it strongly dominates all the objectives, provided problem 

constraints are fulfilled. As a consequence, the algorithm finds a trajectory leading the start solution substantially 
closer to a single non-dominated solution. The algorithm stops if the search radius is small enough. 

Population-based: modified NSGA-II 
It is assumed that the initial population composed of np individuals fulfils constraints. Should the i-th 

individual of the j-th generation be unfeasible, it is replaced by the k-th out of np randomly selected in the initial 
population (i=1,np , j=1,ng , k=1,np). The algorithm stops after ng generations. 

CASE STUDY: MAGNETIC MICROSWITCH 

Field analysis problem 
A micromagnetic device used as an optical switch [3] is considered (Fig. 1) as the case study: it consists 

of a NdFeB magnet, two conductors carrying like currents, and a ferromagnetic plate (mirror) free to rotate 
around its axis. The torque holding the plate at the prescribed angle is due to the field of the permanent magnet 
in the absence of current, while the actuation torque necessary to switch the plate angle is due to the field 
variation caused by a current pulse in the conductors. The 2D field analysis problem consists of finding the 
magnetic field distribution given device geometry, plate angle and current value; a typical finite-element mesh is 
composed of 2,300 triangles; second-order polynomial Lagrangian elements are considered, originating 
approximately 75,000 nodal unknowns. The corresponding torque-angle curve has been computed based on the 
virtual work principle.  
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Optimal design problem and results 
While in [4] the conflict of sensitivity and design criterion was investigated, here a 3D objective space 

is considered. The optimal design problem reads: having prescribed lower thresholds for holding torque (10-8 
Nm) and actuation torque (10-9 Nm), given mirror position φ = 10°, find the geometry of magnet and conductors, 
as well as the current pulse amplitude, such that: power loss in conductors (f1), weigthed material cost (f2), and 
excitation system volume i.e. conductors and magnet, (f3) are simultaneously minimized in the Pareto sense. P-
EStra results are shown in Fig. 2: it can be remarked that objective functions and design variables change 
substantially. In turn, modified NSGA-II results are shown in Fig. 3. Constraints are violated at each generations 
(Fig. 4): the number of swapped individuals per generation varies between 5 and 14 out of 20, but final solutions 
are all feasible and improve the initial ones. 

 
Figure 1. Geometry of the magnetic MEMS and design 
variables: x1 magnet height, x2 magnet length, x3 magnet air-
gap, x4 conductor height, x5 conductor length, x6 conductor 
air-gap, x7 current pulse amplitude. The plate gravity-centre 
is located 500 μm above the x axis (plate size: 1 mm times 
25 μm times 500 μm). 
 

Figure 2. Paretian evolution strategy: optimization 
trajectory in the objective space. 
Objective function movement fk(stop)/fk(start) , k=1,3 : 
0.218, 0.444, 0.507. 
Design variable movement xk(stop)/xk(start) , k=1,7 : 
1.098, 0.841, 0.159, 1.066, 0.902, 0.388, 0.298. 

 
Figure 3. Modified NSGA-II: 20 individuals, 50 generations 
(genetic operators: simulated binary crossover with probability 
0.9, polynomial mutation with probability 0.1). 

Figure 4. Modified NSGA-II: failure of offsprings against 
generation. 

CONCLUSIONS 
Two methods of higher-order multiobjective optimization based on evolutionary computing have been 

proposed and compared. An application in MEMS design has been presented. 
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Abstract. This paper presents a robust formulation for multi-objective design problems. The robustness 
of solutions, expressed as maximum deviation from the nominal performance, is controlled by a 
constraint specified by the designer while the mean performance is being optimized. This robust design 
formulation does not increase the number of objectives in the problem and is easy to incorporate into 
some of the existing multi-objective genetic algorithms (MOGA), such as the non-dominated sorting 
genetic algorithm (NSGA). 
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INTRODUCTION 

Robust design seeks solutions that are less sensitive to variations in the design variables and  
environmental conditions. A multi-objective approach for robust design is employed for a single objective 
design optimization problem, where the mean and variance of the solutions are treated as conflicting objectives 
[1]. Another multi-objective robust design approach is proposed in [2] using alternative objectives which are 
easier to compute. This paper proposes a method which extends the robust design formation in [2] for multi-
objective design problems without doubling the number of objectives. 

METHODOLOGY 

Multi-objective approach to robust design 

A robust design problem may be defined in a multi-objective way with respect to statistical quantities 
as: 

(1) 
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where f(x) is a scalar objective function, E[f(x)] is the mean value and V[f(x)] is the variance of f. 

Another approach considered equivalent to (1), is given in [2] as:  
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where fw(x), the worst case value of f on an uncertainty set U(x), is defined as:  
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The nominal value, f(x), is a good approximation of the mean value under the assumption of a normal 
distribution of x, and fw(x) - f(x) can be viewed as the maximum deviation from the mean. This robust design 
formulation may be extended to multi-objective design problems. However, a drawback is that it doubles the 
number of objectives in the original design problem. 

Robust design for multi-objective optimization problems 

In order to avoid adding more objectives to the original problem, (1) can be transformed to:  
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where the variances of fi can be treated as constraints to guarantee robustness. In practice, we may use fw(x) - f(x) 
instead of V[f(x)], since this information is easier to compute.  
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Figure 1 shows a model of an interior permanent magnet (IPM) motor in a design problem. The two 
objectives are the torque ripple (%) and the average torque (Nm). For a given solution, we plot the variation of 
the function values (using a Monte-Carlo simulation) in the objective space over an uncertainty set. The nominal 
value of the two objectives, (f1, f2), is shown in the center of the figure; and the worst cases in each objective (f1w 
and f2w) are indicated with black triangles. As can be observed, the distances between the worst case values and 
the nominal values provide a good measure for the maximum deviation of the perturbed objective function 
values from the nominal value. 

 
Figure 1:  IPM design set up and objective function values 

 

Thus a robust design scheme for multi-objective optimization can be formulated as:  

(5) 
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where τi can be defined by the designer for controlling the deviation of the performance. 

Combining the robustness measure with MOGA 

NSGA-II is a popular algorithm for solving multi-objective optimization problems [3]. We can 
incorporate the robust design formulation defined in (5), into the algorithm by defining a new dominance relation  
in a similar fashion to the work done in [4], [5]. For two solutions A and B, solution A is said to 'robust-
dominate' a solution B, if any of the following conditions are true: 

1. If A is feasible (robust) and B is not. 

2. Solutions A and B are both infeasible, but the worst-cases of A dominates the worst cases of B (based 
on the usual Pareto dominance). 

3. If A and B are both feasible (robust), the nominal value of A dominates that of B. 

CONCLUSIONS 

This paper presented a novel robust design formulation for multi-objective optimal design problems. 
The robustness (variance) of the solution is guaranteed with a constraint defined by the designer. And the 
number of objectives in the robust design problem stays the same as that of the original design problem. In the 
extended paper, the feasibility robustness (to avoid constraint violation) will also be studied and the Pareto front 
of robust solutions of an IPM motor design will be presented. 
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Abstract. Electron Paramagnetic Resonance (EPR) is a promising technique for visualizing the 

distribution of magnetic nanoparticles (MNP) non-invasively. Currently EPR is only able to recover 1-

dimensional (1D) MNP distributions. In this paper we extend 1D EPR towards 2D and 3D. We solve the 

associated inverse problem by Truncated Singular Value Decomposition (TSVD), Non-Negative Least 

Squares and a combination of both algorithms. Furthermore, we investigate the impact of noise on the 

reconstruction results.  

Keywords: Electron Paramagnetic Resonance (EPR), image reconstruction, inverse problem, magnetic 

nanoparticle (MNP).  

INTRODUCTION 

Magnetic nanoparticles (MNP) provide interesting possibilities for biomedical applications [1]. Their 

small diameters in the range of 10-100 nm, enable them to access regions in the body for e.g. hyperthermia 

treatment or targeted drug delivery. Furthermore, their high saturation magnetization makes them detectable 

from a distance so they can also be used for non-invasive disease detection. On the other hand, problems arise in 

obtaining their spatial distribution throughout the body. An accurate knowledge is required of the spatial MNP 

distribution to ensure a safe and powerful working of previously mentioned applications.  

A promising technique for visualizing this distribution is Electron Paramagnetic Resonance (EPR).  

EPR is similar to MRI but regards the magnetic moments of electrons instead of nuclei. It is only recently that 

EPR can be employed with smaller frequencies (250 MHz) so to penetrate the human body and to allow 

biomedical use [2,3]. In a first stage only the total MNP concentration in a volume could be obtained, however 

by moving the sample along a line (translation)  it was possible to recover the 1D MNP distribution referred to as 

1D EPR [4].  

In this paper we extend 1D EPR to 2D by performing a translation and to 3D by using 

translation/rotation of the sample.  Furthermore, we compare the advantages and disadvantages of three solvers 

for the associated inverse problem: Truncated Singular Value Decomposition (TSVD), Non-Negative Linear 

Squares (NNLS) and a combination of both algorithms (TSVD + NNLS). Additionally, we investigate the noise 

robustness of the proposed 3D EPR technique. 

METHODS 

EPR measurements 

The unknown spatial MNP distribution is represented by c, a 1D vector composed of N elements. In a 

typical 1D EPR measurement, the sample is moved for X adjacent positions along a line (translation) resulting in 

X  measurements: 

(1) ],...,,...,[ 1 Xx SSSS  

This EPR measurement can be modeled as: 

(2) cFcS .)(   

F is a XxN dimensional matrix which connects the MNP distribution to the EPR measurement. F 

consists of scaled measurement values from an accurately known single voxel (N = 1) MNP sample that was 

measured on these positions (x = 1,…,X), referred to as the response function R(x). R(x) is scaled so it 

corresponds to the measurement values of 1 unit concentration. For every position of cn (n = 1,..,N) in each 

measurement, the corresponding response value is employed.  R(x) (and thus F) depends on hardware properties 

of the EPR setup. 

To enable 2D and 3D EPR, R depends on the spatial variables: R(x,y) and R(r,θ,z). In 2D EPR only 

translations in the 2 dimensions of the volume are performed, whereas for 3D reconstruction the volume is 

additionally rotated, so to allow faster measurements. In the latter case, for every translation of 1 position a full 

rotation is performed of the sample.  
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Obtaining the spatial MNP distribution 

The MNP distribution is found by minimizing the model solution with respect to the EPR measurement, 

SEPR: 

(3) 
EPR

ScS
c

c  )(minarg*  

In this paper we employ a combination of TSVD and NNLS. TSVD has the disadvantages that it allows 

non-plausible solutions with negative MNP amounts and that it smoothens the solution, NNLS on the other hand 

removes negative solutions, but has a larger mean error on the reconstruction when compared to TSVD. 

Therefore, we suggest to first solve the inverse problem by TSVD and then by NNLS. Finally, the positive 

NNLS amounts are substituted by the solutions of TSVD. 

RESULTS AND DISCUSSION 

We simulated an EPR measurement for a cylindrical volume with a radius of 4 mm (limited due to the 

current size of the EPR setup) and a length of 4 cm and made a reconstruction with TSVD, NNLS and TSVD + 

NNLS. A correlation coefficient (CC) is associated to the reconstruction, with a score of 100% meaning a perfect 

reconstruction. We obtain following scores : TSDV: 92%,  NNLS: 90%, TSVD + NNLS: 94%. Because of 

smaller differences in the theta-direction for R, difficulties arise in the reconstruction. In the full paper necessary 

requirements are investigated for R to obtain accurate reconstructions. 

 

Figure 1. Left side shows the actual MNP distribution while the right side shows a reconstruction with TSVD + NNLS. 

Furthermore, we investigated the impact of noise on the different algorithms. White Gaussian noise is 

generated in steps of 1% and for every noise level 200 simulations (noise measurements) are performed which 

are then averaged. Fig. 2 shows the averaged CC for 200 noise experiments. TSVD is more noise robust than 

NNLS. Due to the bad results of NNLS, the combination of both algorithms has no added value anymore. 

 

Figure 2. Noise robustness of the different solvers in case of 3D reconstruction using EPR data. 
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Abstract. We propose a computationally efficient method to reconstruct dielectric objects buried in a 

half-space with rough surface. Cauchy Data is exploited to formulate the total field inside the 

homogeneous neighborhood of the scatterers using homogeneous Green’s function instead of background 

Green’s function. Then Born-type linearization is employed to reconstruct the object from measured 

scattered field.  The feasibility and efficiency of the method are demonstrated through numerical 

experiments. 

Keywords:  Buried object reconstruction, Rough surface, Born Approximation, Layered media 

INTRODUCTION 

A reconstruction of object properties such as location, shape and electromagnetic parameters from the 

knowledge of scattered electromagnetic field is called as an inverse scattering problem and it has very important 

application areas such as mine detection and non-destructive testing. Most of the reconstruction methods exploits 

integral equation formulation of the scattered field in terms of Greens function of the background and induced 

sources. Computational cost of these method is mostly governed by the Green’s function calculation. As in the 

case of inhomogeneous or layered media with rough interface, an analytic form of Green’s function might not be 

available and it has to be calculated numerically which may increase the computational burden of the method 

dramatically [1].  

Here we propose a novel formulation of the total field which is defined as the sum of incident and scattered 

field for two-dimensional object embedded in a two-layered planar medium for TM polarized illumination. To 

this aim, we exploit  the Cauchy Data, i.e. boundary data, which allow us to formulate the field inside the 

homogeneous neighborhood of the target in terms of homogeneous Green’s function instead of background 

medium. As a result, the proposed formulation significantly improves the efficiency of the reconstruction 

algorithms. Within the novel formulation, we introduce pseudo incident field and pseudo scattered field which 

are in general different than classical incident and scattered field definition.  Having formulated scattering 

problem, we consider Born-type approximation to linearize the highly nonlinear inverse scattering problem. 

According to Born approximation, the total field in the object  can be replaced by incident field provided that the 

object is weakly scatterer. Herein, we use pseudo incident field to replace the total field. We shall note that this 

work is the extension of our previous work to the planar medium [2] which is developed for cylindrical medium. 

We will present numerical experiments to verify the efficiency of the proposed approach for rough interfaced 

two-layered medium by comparing it with classical Born approximation method. Green’s function of 

background medium which is required in classical method is calculated numerically with Buried Object 

Approach (BOA) as given in [1].  

 

MATHEMATICAL FORMULATION 

We consider a dielectric object D embedded in a lower half space   with rough surface    as given in 

Figure 1. Upper half-space is assumed to be free-space and nonmagnetic lower half space is characterized with 

relative permittivity    which is complex in general.  Both transmitters and receivers are placed into upper 

medium, hence only limited data is available.  The total electric field which is defined as                 can be 

written as the summation of incident field     and scattered field   , i.e.                 . For the sake of 

simplicity, the vector notation is omitted through the paper. Let’s consider the total field in the lower half space 

that satisfies the Helmholtz equation,  

(1)             
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Figure 1. Problem geometry. 

where    and    are wavenumber of lower half-space and the object, respectively. The fundamental solution of 

the Helmholtz equation in lower medium is denoted as         
 

 
  

            and satisfy the following 

equation 

   

(2)            
                                                

 

Then we apply the Green’s theorem to equation (1) and (2) and obtain the following  

 

(3)        
  

  
                 

  

  
       

  
         

                      
 

 

 

The first integral at the right hand side is called as a pseudo incident field     and the second integral as a pseudo 

scattered field     which are different than the classical definition of which in general.       is called as an object 

function and is the unknown to be determined in the inverse problem.  Herein we apply Born type approximation 

in order to solve this problem and replace the total field in the reconstruction domain B with pseudo incident 

field as 

(4)       
     

                   
     

 
 

  Note that the determination of pseudo incident field requires the knowledge of total field and its normal 

derivative on the boundary that is to say Cauchy Data, however we only know the scattered field on the 

measurement line placed into upper half-space. Here we use Single Layer potential approach to determine the 

required Cauchy Data from the measurement field [3]. 

 

CONCLUSIONS 

We’ve introduced an efficient reconstruction method for buried dielectric object. The efficiency arises 

from the use of homogenous Green’s function instead of two-layered rough interfaced background Green’s 

function. However we need Cauchy Data which might be difficult to obtain in real experiments. Therefore we 

use a preprocessing step to recover required data from measurement field. We show that the proposed  method is  

more efficient than the classical one.  We are currently working on to use Cauchy Data formulation to 

reconstruct highly scatterers which cannot be accomplished by Born approximation  using optimization type 

inversion algorithm.   
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Abstract. This paper deals with the use of the Bayesian approach to inverse an underdetermined problem. 

The modeled a priori information is statistically studied using either Unscented Transform (UT) method 

or Monte Carlo (MC) method to estimate the mean value and standard deviation. The whole approach is 

applied to an experimental setup illustrating an electric vehicle power circuitry. This demonstrates the 

strength of coupling modeling and measurements for complex systems identification. 

Keywords: Bayes theorem, Inverse problem, Magnetostatic, Monte Carlo, Unscented Transform. 

INTRODUCTION 

This work takes part on a project aiming to evaluate the magnetic field inside electric vehicles [1]. In 

this paper, we focus on the magnetostatic field created by an electric power circuitry. This field is described by a 

truncated spherical harmonic expansion [2] written inside the studied area. Harmonic coefficients must be 

identified by using only a very few sensors set around the studied zone (fig.1). To overcome the inversion failure 

due to a drastic lack of sensors, a Bayesian approach [3] is applied. A priori information is introduced: it comes 

from a direct model describing the assumed average state of sources. This information helps the inverse problem 

to succeed but requires a statistical study for the a priori model. 

THE BAYESIAN INVERSE PROBLEM 

For a given radius r≤ r0, spherical harmonic expansion of the magnetic induction B inside an area (blue 

sphere on fig.1) can be truncated at the order n= Nmax. When the number of tri-axes sensors is K, the spherical 

harmonic coefficients (SHC) are linked to magnetic induction by the following linear problem 

(1) A.X = Bmes 

A is a (3K, Nmax
2
+2Nmax) matrix depending on the sensor position, X is a (Nmax

2
+2Nmax) vector of an,m 

SHC and Bmes is a (3K) vector of the magnetic induction components.  

A statistical view of this problem leads to the probability of having Bmes given a deterministic 

coefficient vector X: it is the likelihood density probability p(Bmes|X). Using a Gaussian repartition, the solution 

maximizing this probability is: 

(2)     ( 
    

    )        
        

Sm is the (3K, 3K) covariance matrix linked to measurements and the chosen mathematical model. 

Bayes theorem permits the use of probabilistic a priori information p(X) to write the a posteriori probability of 

having a coefficient vector X given the observed induction Bmes:  (      )  (      )  ( ) . Using a 

Gaussian repartition, the solution maximizing this probability is: 

(3)         ( 
   
      

  )      
  (        ) 

X0 is the (Nmax
2
+2Nmax) a priori vector and S0 is the (Nmax

2
+2Nmax, Nmax

2
+2Nmax) covariance matrix of 

X0, both obtained by a statistical study of the a priori model. 

STATISTICAL STUDY OF THE A PRIORI INFORMATION 

The whole studied electric power circuitry is described by straight conductors. Each coordinate of the 

49 points describing the inductor geometry will be treated as a random variable. Each point is defined by 3 

independent parameters : positions towards x-axis, y-axis and z-axis. Then the mean values (μx, μy, μz) define the  

 

“average state model” and standard deviations (σx, σy, σz) 

define the assumed uncertain interval.  

We are interested in the spherical harmonic coefficient 

repartition describing the magnetic induction inside a 

specific zone (the blue sphere). Previous work has shown 

that the magnetostatic field inside the studied area must be 

written till the 6
th

 order (Nmax). Then 48 coefficients are 

needed and must be statistically studied to define the 48 by 

48 covariance matrix. The 147 independent parameters are 
Figure 1 Illustration of the a priori electric current 

repartition 
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defined by a Gaussian probabilistic density function with the corresponding mean value and standard deviation. 

The first idea is to use Monte Carlo (MC) method to estimate the output mean value and standard deviation but 

the main drawback concerns the computation cost. It is why we propose to use Unscented Transform (UT) 

method [4,5,6] to estimate the statistic moments of the output random variable. Assuming the output 

probabilistic density repartition, this method deterministically selects sigma points (depending on input variable 

probability distribution) to compute output values and estimate the main statistic moments. 

EXPERIMENTAL RESULTS 

A first statistical study is done by defining all the 147 geometric parameters as random variable. 

Unscented Transform only makes 295 deterministic computations (algorithm principle) while Monte Carlo asks 

for several thousands of them. A more dedicated study shows that for the specific zone that we focus on, not all 

the points have a major effect. So the number of stochastic geometric parameters could be reduced to only 36 

(see full black points on red inductors on fig.1). Unscented Transform then approximates the output covariance 

matrix with only 73 computations while Monte Carlo still needs several thousands of computations. Both 

obtained covariance matrices are quite similar and will be used in the following inverse problem. 

 

The experimental electric current repartition (fig.2) is 

different from the a priori information but modeling 

shows the same maximum spherical harmonic 

expansion order (Nmax). Only 6 tri-axes sensors can be 

placed close to the (blue) identification sphere so the 

problem is drastically underdetermined. Other 6 tri-

axes sensors are placed inside the studied zone for a 

posteriori checking purpose. 

The maximum of likelihood solution (2) fails to 

identify all the coefficients because there are not 

enough sensors.  

The maximum a posteriori solution (3) gives far better 

results thanks to the use of a priori information. 

Table 1 gives some results to compare both 

identification solutions and illustrates the Bayesian 

approach strength. 

Figure 2 Experimental setup illustration 

Table 1. Experimental results sample 

Verification 

sensor number 
Measured 

module (T) 

Identification A priori 

error ML error MAP error 

1 8,137E-06 48.1% 16.5% -71.4% 

3 10,748E-06 59.1% 2.8% -73.2% 

5 7,753E-06 4.9% 1.1% -73.7% 

Mean error 37.4% 6.8% -72.8% 

CONCLUSIONS 

Unscented Transform clearly demonstrates its strength against Monte Carlo in term of computational 

time cost. This will be useful when the a priori model will require much computation time (when integrating 

some ferromagnetic parts for example). 

A priori information used into a Bayesian approach of an underdetermined inverse problem clearly 

helps for complex sources identification. Merging modeling and measurements seems to be an optimized 

configuration in the context of magnetic induction evaluation inside electric vehicles. 
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Abstract. We apply the method of current density reconstruction to perform inverse calculations of 

defects in Lorentz Force Evaluation (LFE). Superior to previously introduced conductivity estimation, 

this approach is not limited to laminated materials. We apply the method to solid bodies performing the 

inversion in a fully three-dimensional source space. The results of defect reconstructions in solid and 

laminated specimen show comparable and acceptable errors. Thus, current density reconstruction is a 

promising method for LFE. 

Keywords: forward solution, inverse problem, minimum norm estimation, nondestructive testing, 

permanent magnet 

INTRODUCTION 

In this contribution we present a new inversion method for Lorentz Force Evaluation (LFE) based on 

current density estimation. LFE is a new nondestructive testing technique to detect and estimate defects in 

electrically conductive materials [1]. A conductive specimen moves relative to a permanent magnet and due to 

the relative movement eddy currents are induced in the specimen. The interaction between the eddy currents and 

the primary magnetic field yields Lorentz forces, which are measured. If a defect is present in the material, 

characteristic perturbations in the eddy currents and, thus, in the force signals occur. The authors in [1] 

reconstructed a defect by estimating the conductivity. However, this approach is restricted to laminated materials 

such as composites, because only on the condition of assumed anisotropy an analytic forward and inverse 

solution can be calculated. Contrary to the conductivity estimation, current density reconstructions (CDR) have 

been applied in the framework of nondestructive testing, e.g. in magnetic flux leakage data [2].  

We introduce the CDR approach to LFE and solve the inverse problem using a minimum-L2-norm 

estimation. Since this method requires no additional constraints, we can extend it to solid specimens. To 

demonstrate the efficiency of the method we compare results of LFE problem setups using a laminated and a 

solid specimen by evaluating force signals obtained from numerical simulations. 

METHODS 

Problem Description 

The principle setup for LFE using a 

laminated and a solid specimen is shown in Fig. 1. 

The permanent magnet has the magnetization 

M=Mez and is located at the lift-off distance z 

above the conductive bar. The laminated specimen, 

consisting of a set of stacked sheets, as well as the 

solid specimen have the dimensions lx × ly × lz , the 

conductivity 0 and are moving with the velocity v. 

In the laminated specimen a defect of cylindrical 

shape with the diameter D=6 mm, the height 

h=2 mm and the depth d=2 mm is present. The solid 

specimen has a spherical defect with D=6 mm and 

d=4 mm. We evaluate simulation data in a two-

dimensional plane located at z.    

Forward Solution  

Under the assumption that the velocity of the moving object v is small enough, the influence of the 

secondary magnetic field produced by the induced eddy currents can be neglected (weak reaction approach). 

Then, the eddy currents in the conductive region can be calculated using Ohm’s law for moving conductors 

j = 0( v×B), where  is the electric scalar potential and B the primary magnetic field. For given j the 

resulting three-component Lorentz forces are calculated as  

 
Figure 1. Principle setup of LFE. a) laminated specimen with 

cylindrical defect, b) solid specimen with spherical defect. 
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(1) ,
V

dV F j B   

with V being the volume of the specimen. In case of the laminated specimen anisotropy is assumed since the 

currents are only flowing in the single sheets (xy-plane) and it holds jz=0. Contrary, in a solid isotropic bar all 

three current density components have to be considered. For forward and inverse calculations, the continuous 

current density distribution is discretized into a uniformly distributed set of electric current dipoles [1].  

Inverse Solution 

We solve the linear inverse problem F=L·j with respect to the unknown current density distribution by 

applying the truncated singular value decomposition  

(2)  T .r r


     j L F U V F  

The gain matrix L contains information on the forward model including observation points and dipole 

positions. The rank r of the pseudo-inverse
r


L is defined as the number of considered singular values, which is 

determined by the relative regularization parameter σr. 

For the laminated specimen, we perform the reconstruction in two steps [1]. Firstly, we reconstruct the 

depth of the defect by estimation of the CDR in the xz-plane. Secondly, the CDR in the xy-plane at the obtained 

depth is computed. For the solid bar we solve the inverse problem in a three-dimensional source space. To 

compensate the tendency to reconstruct superficial sources we apply a depth weighting of the gain matrix 

L’=L·W. The weighting matrix W depends on a parameter p=0.2 and is defined as  

(3)  1

2
diag ,

p

i


W L   

with Li denoting the i-th column of L. We vary σr in order to assess its influence. For evaluation of the results we 

subtract from the obtained CDR the current density of a specimen without a defect. Thus, high magnitudes in the 

reconstructed CDR indicate the presence of a defect. We extract the most important region by applying a 

threshold th=(Qmax+Qmean)/2 to the solution with Q denoting the dipole magnitude. The depth of the defect in the 

laminated specimen is estimated by the weighted average of the dipole positions. The location and extension of 

the defect in the xy-plane in the laminated as well as in the 3D space in the solid specimen are estimated by 

fitting an equivalent ellipsoid to the thresholded solution and evaluating its center of gravity (COG) and length 

of semi-axis [3].  

RESULTS AND CONCLUSIONS 

The results are depicted in Fig. 2. The depth of the defect in the laminated specimen is reconstructed 

correctly, if σr is in the range of 0.5 to 0.8 (Fig. 1a).  In the xy-plane, the COG of the equivalent ellipsoid equals 

the COG of the real defect for all evaluated σr. Thus, the position of the defect is estimated accurately. The 

reconstructed xy-extensions differ from the real diameter by up to twice the real value (Fig. 2b). The best 

approximation is obtained for σr=0.03, where the errors for the x- and y-extension equal 0.2 mm and 2.2 mm, 

respectively. The results of the 3D reconstruction of the spherical defect in the solid specimen show apart from 

two exceptions errors less than 2 mm. However, the spherical defect shape is not well reconstructed (see the 

errors in Fig. 1c and the ellipsoid in Fig. 1d). Considering that we performed a 3D reconstruction using 2D 

observation data, the errors are in an acceptable range. 

For the first time an approach for solving the inverse problem in LFE in a three-dimensional space is 

presented. Based on the successful results obtained from simulation data we will apply the method to 

measurement data in the next step. 

 

 

 

 

 

 

Figure 2. Reconstruction results. Differences between estimated and real defect parameters: a) depth and b) xy-extension of 

defect in anisotropic bar, c) depth and xyz-extensions of defect in isotropic bar. d) Equivalent ellipsoid fitted to a thresholded 

CDR of the defect in the isotropic specimen with σr = 0.03.  
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Abstract. In magnetorelaxometry (MRX) the amount of magnetic nanoparticles (MNP) in a sample can 

be quantified by measuring the amplitude of its time-delayed response to a sudden change of an external 

magnetizing field. For the quantitative imaging of MNP distributions the MRX method is expanded by a 

sequential application of multiple spatially distinct magnetizing fields to the sample. However, each 

magnetizing step prolongs the measurement duration. Here, we experimentally investigate the potential of 

reducing the number of magnetization steps. In a fixed measurement setup using a 304 channel 

magnetometer we varied crucial imaging parameters (distance of the sample to coils and sensors, number 

of coils and sensors and the excitation current). We found even a slight improvement of reconstruction 

quality by omitting selected magnetization steps. Amplitude variation of a constant magnetizing current 

had no influence, while combining different magnetizing amplitudes improved the reconstruction.  

Keywords: Magnetic Nanoparticle Reconstruction, Magnetorelaxometry, Minimum-Norm-Estimation 

INTRODUCTION 

Magnetic nanoparticles (MNP) are used for novel cancer treatment approaches [1], where the 

quantitative knowledge of the MNP distribution inside a body is essential. In magnetorelaxometry (MRX) a 

MNP sample can be non-invasively quantified by measuring the relaxation of the MNP magnetic net moment 

after a sudden change of an external magnetizing field. For quantitative imaging of an extended MNP 

distribution the MRX method is sequentially repeated with spatially varying inhomogeneous magnetizing fields 

[2,3,4]. Then the MNP responses originate subsequently from different areas and magnetization orientations 

inside the sample and the MNP distribution can be reconstructed by solving an inverse problem. Due to 

relaxation times of the MNP in the millisecond-second range, MRX is a time consuming imaging technique, 

where every magnetization step prolongs the measurement duration. A sensitivity analysis on experimental data 

can help to find a compromise between the number of magnetization steps and reconstruction quality for a given 

measurement setup.  

METHODS 

Measurement setup  

A two-dimensional phantom comprising a P-shaped MNP distribution of 15 individual gypsum cubes of 

1 cm
3
 volume containing MNP at an iron concentration of 6±0.07 mg iron/cube was measured in a fixed setup 

under the 304 channel magnetometer system. The phantom was positioned between two parallel layers of 

excitation coils below the sensor plane with 15 magnetization coils above the phantom and 15 excitation coils 

below the phantom (each coil with d=4 cm and I=800 mA) that are activated consecutively. The phantom was 

measured in three different distances between the magnetization coil array and the magnetometers (further 

experimental details are described in [5]): a) close to the magnetometer system (6 cm) and the (upper) excitation 

coils (1 cm); b) far from the magnetometer system (12 cm), but close to the (lower) excitation coils (1 cm); c) far 

from the magnetometer system (9 cm) and excitation coils (3.5 cm). The total measurement duration for each 

phantom position ranged to 10 min (including 10 averages for improving the signal-to-noise ratio).   

Forward and Inverse Problem  

 The sample volume is divided into K voxels with the aim to quantify the MNP amount XMNP,k in each 

voxel. Separating geometry and source parameters for the magnetization in the K voxels detected by N sensors 

and a sequential application of P different magnetizing fields Hk,p a general forward problem for the detected 

relaxation amplitudes ∆B can be stated:  

(1) 
MNP

LXB =∆  with L of dimensions K x NP    

A detailed mathematical model can be found in [4]. The reconstruction of XMNP,est can be achieved using inverse 

algorithm. Here we use a minimum-norm estimation (MNE) calculated by a truncated singular value 
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decomposition (TSVD) employing the Moore-Penrose pseudoinverse L
+
=(L

T
L)

-1
L

T
. The linear system of 

equation is solved by: 

(2) XMNP,est=L
+
∆B 

A two-dimensional reconstruction grid k=(10×10) of 1 cm
2
 spatial resolution was defined using the a-priori 

information of the vertical z-distance of the MNP distribution from the magnetometer system. As a measure for 

the goodness of reconstruction we calculate the correlation coefficient (maximum correlation is 1) between 

estimated XMNP,est and nominal XMNP,nom MNP distribution. To monitor the influence of the truncated SVD cutoff 

parameter λ relaxation amplitudes ∆B are calculated from XMNP,nom by equation 1 and XMNP,sim is reconstructed 

by equation 2 using the same λ as in the reconstructions for XMNP,est. The number of Ncoils × Nsensors is 

subsequently decreased by switching off coil-sensor combinations with relaxation amplitudes below a threshold 

κ=0.01-0.6·∆Bmax (λ is chosen so to have the highest correlation coefficient for the maximum of Ncoils × Nsensors).    

RESULTS AND DISCUSSION 

The correlation coefficients for measurements and simulations of the three different configurations are shown in 

figure 1. The correlation coefficients for cases a) and b) are higher than for case c) where the coils are far from 

the sample. Hence, in this type of MRX setup the distance of the magnetization coils to the MNP distribution 

determines the quality of the reconstruction. For all cases the maximum correlation coefficient is achieved below 

the maximum number of Ncoils × Nsensors ( a) 23, b) 15 and c) 17 coil excitations). In figure 2 the influence of the 

excitation current for case c) is shown. We find that increasing the excitation current does not significantly 

improve the quality of the reconstruction. Confirming the theoretical predictions in [4] an improvement of the 

correlation coefficient was achieved by a first implementation of a sensitivity based approach where the coils 

close to the sensor system were driven with I=600 mA while coils far from the sensor system used I=1.2 A.  

                

Figure 1. Correlation coefficient for cases a), b) and c)    Figure 2. Correlation coefficient for case c) and different currents  

 

CONCLUSION 

We studied the influence of crucial imaging parameters in MRX using multiple excitation coils and demonstrate 

the potential to increase the reconstruction quality while the measurement duration can be reduced by omitting 

selected magnetization steps. A sensitivity based approach [4] is able to further reduce the measurement duration 

as experimentally demonstrated. Allowing a 10% decrease of the initial correlation coefficient the measurement 

duration could be reduced to 2, 2.5 and 4 min for cases a), b) and c), respectively.  
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Abstract. Currently, many industrial processes require a precise linear motion. Usually this movement is 
achieved with the use of rotary motors combined with an electrical control systems and mechanical 
systems such as gears, pulleys and bearings. Other types of devices are based on linear motors, where the 
linear motion is obtained directly. The Linear Stepper Motor (MLP) is an excellent solution for industrial 
applications that require precise positioning and high speed. This study presents an MLP formed of a 
linear structure and static ferromagnetic material, and a mover structure which are mounted three coils. 
Mechanical suspension systems allow a linear movement between static and mover part, maintaining a 
constant air gap. The operating principle is based on the tendency of alignment of magnetic flux through 
the path of least reluctance; the force proportional to the intensity of the electric current and the speed 
proportional to the frequency of the excitation coils. The study of this device is still based on the use of a 
numerical analysis to verify the relationship between electric current applied and planar and normal force 
developed. In addition, the magnetic field in the air gap region is also monitored. 

Keywords: Linear stepper motor, longitudinal force, magnetic flux, magnetic reluctance variable . 

INTRODUCTION 

Currently, industrial manufacturing processes require linear motion. Usually, it can be achieved with 
stepper rotary motor responsible for handling in the x-axis, in a Cartesian coordinate system. Other types of 
devices are based on linear motors, consisting of a static and a moving part. The control is carried out through 
digital control methods combined with electronics.  

Linear reluctance variable motors (LRVM) are an excellent solution for positioning applications that 
require rapid acceleration and high-speed moves with low mass payloads. Mechanical simplicity and precise 
open-loop operation are additional features of this kind of linear motor. The LRVM is not subject to the same 
linear velocity and acceleration limitations inherent in systems converting rotary to linear motion [1, 2, 3].  

With the linear motor as proposed in this work, the movement along of the x-axis, in the both sides, can 
be obtained from a single traction driver, without the need of mechanical system converters like belts, pulleys 
and gears. The mover part has a ferromagnetic core formed by a massive steel 1020 where are fixed three coils, 
electrically independents, responsible by the magnetic excitation field, from a electrical excitation. The 
secondary comprehends the static ferromagnetic massive steel 1020 core. Figure 1 shows the proposed structure 
while the table 1 shows the main characteristics. The primary and the secondary are separated from each other by 
a uniform air-gap [4, 5,6].  

 
Figure 1. Proposed linear reluctance variable  

motor and its parts 

Table 1. Metric characteristics of linear motor 

Item Value/Material  

Number of phases 3 
Number of coils 3 

Number of turn per coil 250 
Number of legs 3 

Number of teeth per leg 4 
Air gap 1mm 

Material of core Massive steel 1020 
Operation range  0 – 4 Àmpères  

Height of primary 112,5mm 
Height of secondary  30mm 

Maximum length of primary    192,5mm 
Maximum legth of secondary 367,5mm 
Maximum width of primary 52,5mm 

Maximum width of secondary 70mm 
 

 

NUMERICAL ANALYSIS 

  Numerical analyses of LRVM are carried out by means of FEM using a commercial package. A three-
dimensional model or virtual prototype was developed, since the distribution of magnetic flux density flux 
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occurs in space, and the topology of the linear motor does not present symmetries to allow an analysis in two 
dimensions. The total number of finite elements in the virtual model is 125.365 and 145.546 differential equation 
for the solution.  

Planar traction force 

The planar traction force, essential for the operation of the device is monitored from the virtual model. 
For force measurements were chosen three different values of electric current to excite the three coils 
individually in three different positions. The situations provided for the test are divided into: 

• Situation #1: teeth of leg 1 are aligned with four teeth of secondary core. In the first moment only the 
coil 2 is energized; in the second moment only the coil 3 is energized; 

• Situation #2: teeth of leg 2 are aligned with four teeth of secondary core. In the first moment only the 
coil 1 is energized; in the second moment only the coil 3 is energized; 

• Situation #3: teeth of leg 3 are aligned with four teeth of secondary core. In the first moment only the 
coil 1 is energized; in the second moment only the coil 2 is energized; 

Results on the planar force in different situations are presented in table 2, 3 and 4. 

 
Table 2. Situation #1 

 

Curr
ent 

Air 
gap 

mm 

Planar force (N) 

Coil 2 on Coil 2 off 

Coil 3 off Coil 3 on 

1.5A 

0.5 2.65 1.84 

1.0 1.20 0.81 

2.0 0.37 0.26 

2.5A 

0.5 11.01 7.96 

1.0 5.08 3.48 

2.0 1.55 1.12 

4.0A 

0.5 27.73 22.18 

1.0 17.06 12.33 

2.0 6.08 4.46 

Table 3. Situation #2 
 

Curr
ent 

Air 
gap 

mm 

Planar force (N) 

Coil 1 on Coil 1 off 

Coil 3 off Coil 3 on 

1.5A 

0.5 2.36 2.17 

1.0 1.01 0.91 

2.0 0.32 0.29 

2.5A 

0.5 10.03 9.17 

1.0 4.35 3.92 

2.0 1.37 1.23 

4.0A 

0.5 27.16 24.34 

1.0 15.16 13.51 

2.0 5.41 4.86 

Table 4. Situation #3 
 

Curr
ent 

Air 
gap 

mm 

Planar force (N) 

Coil 1 on Coil 1 off 

Coil 2 off Coil 2 on 

1.5A 

0.5 1.93 2.72 

1.0 0.90 1.09 

2.0 0.30 0.34 

2.5A 

0.5 8.39 11.32 

1.0 3.90 4.63 

2.0 1.26 1.44 

4.0A 

0.5 23.66 28.31 

1.0 13.90 15.44 

2.0 5.05 5.61 

 
 It is possible to see, from the tables, that planar force in directly proportional to the current applied in 
the coils and inversely proportional length of the air gap. The produced forces are enough to move the structure 
in the required direction. This direction is determined by the sequence of excitation coils. Average, when the air 
gap is 0,5mm, the force, as function of the electrical current, present a sensibility of 1,51N/A from 1,5A applied 
in the coil; 3,86N/A from 2,5A applied in the coil and; 6,41N/A from 4.0A applied in the coil. 
 

CONCLUSIONS 

The electromagnetic motor proposed in this paper present an alternative solution for industrial 
application that requires high speed motion having a simple and very flexible control. The flexibility of the 
prototype to adapt in specific situation is also an important advantage of this structure. 

The normal force of attraction between the primary and the secondary-is inherent in the process, can 
also be used to support the primary if the system is placed inverted. 
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Abstract. Nowadays, embedded aircraft system contains electrical devices which must cooperate in safe and light 

weight network. For designing such systems, different local strategies have been developed but no global 

optimization has been performed so far. In this paper, we present and compare three strategies applied to the sizing 

of a whole network of more electric aircraft: a simplified case study with only two components is considered to 

illustrate methodological issues. The quality of the solution found from each method is compared, with regards to 

the “cost of the collaborative approach” and the volume of data generation. This comparison should provide system 

designers an evaluation of the applicability of these methods according to the nature of the design problem. 

 

Keywords: system design, integrated design, multilevel optimization, embedded electrical system. 

INTRODUCTION 

Modern engineering products are becoming increasingly complex, particularly in industries such as 

railway, aerospace and automotive [1], [2]. Conventionally, expertise and classical analysis methods, especially 

those based on simulations are used, aided by optimization methods in some part of the process. Each sub-

system is designed separately by his manufacturer using his own model and process: this method is called 

“mechanistic approach”. Another approach called “simultaneous design” may be developed to integrate all the 

components of a system into a single optimization. This extreme approach requires full cooperation for best 

results [2]. Another diametrically opposite approach enables to design a system with a minimal collaboration. 

This method called Extended Pareto Fronts was developed for the design of a railway application [3]. Industrial 

design imposes other constraints, integration of a large scale multidisciplinary system, privacy issues and 

decision level are fundamental criteria to elaborate feasible and efficient system design method [2].  

I. DESIGN MODEL OF A SIMPLIFIED STUDIED CASE 

 
Figure 1. Design of an actuator by Extended Pareto Front Method 

Extended Pareto Front Method (EPFM) is based on the decomposition of a system in several devices, 

each of them being previously optimized separately, only coupled by global variables (i. e. I, f, V in the figure 

1). It intends to limit the communication of data between the suppliers. Only Extended Pareto Optimal Fronts 

(space solution) are provided by suppliers to the system designer. First, a necessary condition has to be checked: 

in a suitable decomposition, the system objective function has to be calculated by means of the objective 

functions of sub-problems. If so, a classification of all problem variables allows identifying global variables that 

describe couplings on the system. In the above example, there are N=3 couplings variables, i.e. current (I), 

frequency (f) and voltage (V) of the bus, completed by O=2 objective functions for weight (W) and device 

efficiency (). So a N+O-dimension solution space is built for each component of the system. Gathering the 

Extended Pareto Fronts of all amenities, the system manufacturer shall be able to make tradeoffs within the sets 

of solutions in order to obtain the best solution at the system level. Of course, not any combination of equipment 

is possible; the manufacturer must be careful of the consistency of coupling variables that ensure the 

compatibility of the chosen amenities. 
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II. DESIGN OF A SIMPLIFIED EMBEDDED ELECTRIC NETWORK 

 

Figure 2. An example of a simplified embedded electric network 

Embedded electric networks contain a high number of sources and loads connected to several buses: the 

issue is then to analyze applicability of optimization methods to this class of complex system. In our study, 

related to the development of strategies for system design, we initially relied on a “simplified” network, which is 

voluntary limited to a single load in order to establish and compare optimization methods. It consists of a single 

generating channel, connected with a unique non-linear load. This channel includes a generator, a rectifier and an 

output filter. The load comprises an actuator, an inverter and an input filter. We investigate the design of this 

channel (especially the filtering device sizing) using the three approaches previously presented: the optimization 

goal is to minimize the whole network weight in compliance with quality standards; (current and voltage 

harmonics are limited to a maximum threshold in a frequency band). Let us note that this case study consists of a 

single objective optimization for which the previous method (EPFM) of course remains applicable. 

III. QUALITATIVE COMPARISON OF RESULTS 

As shown in the figure 2 (left part), the values of the objective function obtained by two collaborative 

methods, the simultaneous design approach and Extended Pareto Front Method are better than the value of the 

objective function obtained with a conventional method (“mechanistic approach”) based on expertise and 

classical analysis methods.  

Collaboration level and calculation cost are conflicting characteristics as illustrated of the right part of 

figure 2: higher is the collaboration level, lower the necessary computational cost to reach the perfect solution. 

The mapping of the space solution of a sub-problem grows exponentially with the number of coupling variables 

(if there are P values of M input global variable, P
M

 optimizations are done). High level of collaboration means 

that subsystem manufacturers need to share and communicate their models for the design process. So it’s easy 

for the system integrator to improve the whole system generating a small amount of data. On the other side, a 

low level of collaboration means that each subsystem designer keeps its design secret, so that he must provide 

more data to aircraft manufacturer to enable him finding the optimal combination of subsystems.  

.  

Figure 3. Comparison of optimization approaches in terms of objective function and costs (collaboration vs 

computation cost) 

CONCLUSION 

Through our work, we managed to check out conditions are necessary to elaborate a design strategy for 

complex system: collaboration and data generation. Thanks to this, we have proposed a multilevel collaborative 

design strategy while limiting the data exchanged by the designer of system components which is a requirement 

for industrial systems such as embedded networks. 

REFERENCES 

[1] F. Moussouni-Messad, “Multi-level and multi-objective design optimization tools for handling complex systems”, these (PHD) de 
l’Ecole Centrale de Lille 2009. 

[2] X. Roboam & al, “Integrated design by optimization of electrical energy systems’’, edited by ISTE Wiley, 2012, ISBN 978-1-84821-

389-0. 

[3] H. Nguyen-Huu , N. Retière, F. Wutz, “A new approach for building the global Pareto border of an electromagnetic system by using 

the Pareto borders of each sub-component of the system”, IEEE-CEFC 2008 (International Conference on Electromagnetic Field 

Computation), ID: OC1-4 in proceeding of the conference. 

0,6

0,8

1

1,2

W
to

t 
(k

g
) 

Simultaneous desigh aproach
Extended Pareto Front Method
Mechanistic approach

Collaboration level 

Optimization cost 

Simultaneous design approach 

E. P. F. M. 

Mechanistic  

Approach 

High 

 

Medium 

Minimal 

1     2                                  2 x PM 

52



13th  International Workshop on Optimization and Inverse Problems in Electromagnetism 
September 10 – 12, 2014, Delft, The Netherlands 

 

A MULTILEVEL DOUBLE LOOP APPROACH FOR THE DESIGN OF 

ONBOARD FLIGHT NETWORKS 

Djamel Hadbi
*, **

, Nicolas Retière
*
, Frederic Wurtz

*
, Xavier Roboam

**
, Bruno Sareni

**
 

*
Univ. Grenoble Alpes, G2Elab, F-38000 Grenoble, France, CNRS, G2Elab, F-38000 Grenoble, France  

firstname.lastname@g2elab.grenoble-inp.fr  

**
Université de Toulouse, LAPLACE, UMR CNRS-INPT-UPS, 2 rue Camichel, 31071 Toulouse, France  

firstname.lastname@laplace.univ-tlse.fr   

Abstract. After testing different existing design methods for complex problems, we have concluded that a good 

approach based on system decomposition must coordinate the design process of components to reach the system 

optimum. In this paper, we present a multilevel collaborative approach for designing complex systems based on 

several loops (here 2). A system level optimization loop added to lead optimizations of components at their optimal 

solutions. This method was applied to the sizing of a simplified embedded electric network with single source–load 

configuration. 

Keywords: integrated design, collaborative multilevel optimization, embedded electrical system. 

INTRODUCTION 

Thanks to capabilities of optimization in solving nonlinear and multimodal design problems, and to face 

increasing system complexity, practitioners attempted to propose multilevel schemes [1], [2]. J.-F. M. 

Bartehelemy proposed a classification of the multilevel optimization problems and identified several methods for 

solving certain classes of multilevel design problems [3]. He focused on two phases which are decomposition 

and coordination. Our works in GENOME project (optimized management of energy) allowed us to verify these 

conclusions and to add another key element: the “system level optimality”. Decomposing a system and 

coordinating sub-system designs is not enough to reach the optimum of the original non-decomposed system. 

Sub-system optimizations have to be guided to reach the best system solution [1], [2]. In this paper, we present a 

new multilevel method inspired by the design of embedded electrical system. An additional level of optimization 

is used to choose the best solutions among all feasible coordinated solutions. 

I. PROBLEM CLASSIFICATION 

The matrix of dependencies is a powerful analysis method that describes the couplings between 

functions and variables [3]. In some cases, the decomposition is imposed by confidentiality constraints that 

condition the work of each team in the global design process of the system. So, methods based on decoupling 

variables are not suitable to deal with such problems. In such cases, other formulations have to be proposed to 

manage coupling variables.  

  

 

 

 

 

 

Figure 1. Dependency matrix with coupling variables: (a) block full, (b) block-angular, (c) quasi-block-angular 

 

 The second characteristic of the design problems often encountered in the design of embedded systems 

is that the objective functions at the system level can be expressed in terms of objective functions associated with 

each subsystem, e.g., the mass of an energy channel is the sum of all its components. 

   
Figure 2. Objective function decomposition 
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II. MULTILEVEL DOUBLE LOOP METHOD 

The original non decomposed problem depends of all design variables, each sub-objective function 

(Wsource, Wload) depends on its own design variables, but constraints depend on all design variables. 
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Coupling variables (VCS, IL) have to ensure coherence between subsystems: there are coupled between 

themselves and depend on design variables. Due to frequency model of subsystems, voltage and current 

harmonic at a given frequency are related by the transfer function which depends on filter parameters. 
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Figure 3. Architecture of the multilevel double loop optimization method 

 

 The proposed approach uses two levels of optimization. In the system level, the goal is to find values of 

coupling variables minimizing system level objective function. Each component optimization search the best 

solution in terms of design variables, but targeting coupling variables proposed at system level. 

  In the sub-system optimization, each optimization try to find the local optimum which respect to the 

values of coupling variables. The sub-objective function is penalized if targets on coupling variables are not 

fulfilled: in such a case, a penalty function is sent to the system level. The penalty term (P) must be very high in 

order to avoid the non-feasibility of the solution. With this configuration, the system level has to find feasible 

(P=0) and optimal design. 
Table 1. Objective function value 

Simultaneous design approach Multilevel double loop approach 

Number of evaluations 50 000 Number of evaluations 1 500 000 

Total weight (kg) 0.840 Total weight (kg) 0.839 

 

Using a genetic optimization algorithm we were able to converge at the same optimal solution found by 

using a simultaneous optimization on a whole system. The number of evaluation of subsystems was: 
( )                                                                                 

Without knowing the internal models of subsystems, we managed to find the optimal system solution by 

exchanging only on data networks that are common to subsystems. 
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𝐺 (𝐼𝐿𝑓
𝑇𝑎𝑟𝑔𝑒𝑡

)  𝐼𝐿𝑓
𝑇𝑎𝑟𝑔𝑒𝑡

 𝐼𝐿𝑓
𝑆𝑇𝐴𝑁𝐷𝐴𝑅𝐷     𝑓𝑜𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛

 

1
st

 loop: system optimization 

𝑾𝒍𝒐𝒂𝒅 𝑾𝒔𝒐𝒖𝒓𝒄𝒆 
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Abstract. Optimizing for multiple objectives and obtaining a robust design are two challenging and 

important areas in electromagnetic design optimization and design optimization in general, yet the 

combination of these two which means achieving a robust multi-objectively optimized design is a subject 

rarely visited. In this paper a new metric for measuring robustness in a multi-objective space is 

introduced. The metric is then used as a constraint while performing multi-objective optimization on test 

problems and the results are presented. 

Keywords: multi-objective robustness, robust optimization, weighted hyper-volume. 

INTRODUCTION 

The problem of obtaining robust solutions and measuring robustness has been well discussed in the 

context of single-objective optimization [1]; but little work has been done to tackle the issue of robustness in 

multi-objective spaces. Considering that using most of the existing single-objective robustness measures would 

lead to at least doubling the number of objectives when dealing with multi-objective problems, it seems 

necessary to pay more attention to the concept of robustness from a multi-objective point of view. To address 

this issue, a multi-objective measure for robustness based on the concept of weighted hyper-volume [2] with 

emphasis on the Pareto relations of dominance is proposed in this paper. 

MULTI-OBJECTIVE ROBUSTNESS MEASURE 

Due to the involvement of uncertainties and uncontrollability in the variables (design or otherwise), 

there exists a region associated with each solution point (both in the design space and in the objective space) 

which corresponds to the possible end results of the design while aiming for a specific solution point. In other 

words, the final outcome is not certainly the targeted solution, but rather a solution located somewhere in the 

vicinity of the targeted solution. In this context the region associated with all the possible solution points while 

aiming for a certain solution point is called the perturbation region of that point. The assumption is that the 

perturbation region of each solution point is a connected space (in both design and objective spaces) including 

the solution point itself. 

Looking at the perturbation region of a solution from a Pareto optimality point of view, one can divide it 

into three sub-regions; i.e. the sub-region dominated by the original solution, the sub-region that is dominant 

with respect to the original solution, and the sub-region indifferent to the original solution. Here it is suggested 

that these three sub-regions should be treated differently as each of these regions may be of a different level of 

interest to the decision maker. In this context the magnitude of the perturbation region hyper-volume is denoted 

as PRHV. Also, the magnitudes of the three aforementioned sub-regions are denoted as PRHVdominated, 

PRHVdominant, and PRHVindifferent, respectively. 

In this paper it is proposed that the magnitude of the hyper-volume of the perturbation region (or parts 

of it) in the objective space be used as a measure for robustness. The choice of the sub-regions taken into account 

and how they are combined to form a robustness measure should reflect the decision maker’s preferences and 

their understanding of robustness. For instance, in some cases all kinds of perturbations in the values of objective 

functions may be considered undesirable, whereas in other cases only the perturbations that result in a worse 

(dominated) solution may be deemed unpleasant. In the former case the hyper-volume of the whole perturbation 

region (PRHV) should be used as the measure of robustness while in the latter case only the hyper-volume of the 

dominated sub-region (PRHVdominated) should be taken into account. This way of expressing preferences is similar 

to assigning different weights to different areas when using the weighted hyper-volume. 

Due to space limitations, only PRHVdominated is used as the multi-objective measure of robustness in the 

test problems in this paper. The reason for choosing PRHVdominated is that in a considerable number of real-world 

design optimization problems only solutions which appear to be worse than the original solution in terms of 

objective values are considered undesirable. 

55



 

 

TEST RESULTS 

The test problem chosen to be presented in this digest is a modification of the simple test problem in [3] 

which is presented as a guideline to building test problems using the “bottom-up approach”. Heavy bias has been 

introduced into the mapping from the design space to the objective space of this test problem in order to build a 

simple 2x2 test problem with variations in sensitivity across the objective space. 

Figure (2) shows the design space and the objective space of this problem. The design space is 

uniformly sampled and the points have been mapped to the objective space in order to illustrate the existing bias 

in the mapping. Denser areas in the objective space are less sensitive to parameter changes in the design space 

hence they can be considered more robust. The PRHVdominated value for all the sample points has been evaluated 

and compared to a constraint value. In figure (2), red dots show the non-robust points while blue dots show the 

points that do not violate the robustness constraint. As can be seen in the figure, less dense (more sensitive) areas 

have relatively higher PRHVdominated values and do not satisfy the robustness constraint. The results of running 

NSGAII [4] with the constraint handling method introduced in [5] are also shown in figure (2). As can be seen, 

the algorithm finds the Pareto front (solution points marked as black stars) on the edge of the robust region of the 

objective space. 

 

 

Figure 2. Design space (left) and objective space (right) of the test problem 

CONCLUSIONS 

In this paper a new multi-objective measure for robustness to be used in multi-objective robust design 

optimization problems has been introduced. The proposed measure which can work in the absence of probability 

distribution information has been integrated into NSGAII and the resultant algorithm has been used to optimize 

test problems. The results obtained from one test problem which show the alignment of the measure with the 

sensitivity interpretation of the concept of robustness have been presented here. Further explanation of the 

measure, the results obtained from other test problems, and more detailed analysis of the obtained results will 

follow in the extended paper. 
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Abstract. A new general typology of optimization algorithm inspired to classical swarm intelligence, the 

Continuous Flock-Of-Starlings Optimization (CFSO), is used to face the inverse problem of modeling 

magnetic materials. It is obtained by translating the numerical swarm/flock-based algorithms into 

differential equations in the time domain and employing analytical closed-forms written in the continuum. 

The modeling of magnetic hysteresis is very important for the development of magnetic materials and the 

accurate design of electrical machines. Recently several hysteresis vector models have been proposed and 

discussed; one of them is the Vector Hysteron Model (VHM) which is a natural extension of the Preisach 

theory to the vector case. In this work we present a CFSO based approach for the identification of VHM 

in order to reproduce scalar and rotational hysteresis loops. Experimental validations are made for both 

NOG (Not oriented grain) and OG (Oriented grain) steels. 

Keywords: Swarm Intelligence, Inverse problems, Magnetic materials, Optimization problem, Vector 

Hysteresis. 

INTRODUCTION 

The Swarm Intelligence applied to optimization was first introduced by James Kennedy and Russell 

Eberhart in 1995. Since this algorithm originally simulated the behavior of a swarm of insects, it was called 

Particle Swarm Intelligence (PSO). Obviously, a large series of changes from the original PSO have been 

proposed in order to improve its performances. By linking the particle behaviors via a neighbor-velocity 

matching,  the PSO algorithm becomes the so called Flock of Starlings Optimization (FSO) [1] inspired to a 

naturalistic work presented in [2]. In particular, FSO uses topology for exchanging the information about the 

current velocity of each connected particles. The correspondent continuous model, named Continuous FSO 

(CFSO), was firstly introduced in [3] and its closed forms [4] allows updating of position and velocity of each 

particle without requiring numerical integration, drastically reducing the computational costs. The CFSO shows 

several features that make it very interesting and promising such as, among other, the possibility of a supervised 

approach of tuning parameters [5]. In this paper  the CFSO is used to face the inverse problem of modelling 

magnetic materials. The Vector Hysteron Model (VHM) [6][7], which is a natural extension of the Preisach 

theory to the vector case, has been adopted for the simulation of behavior of soft magnetic materials. Validations 

have been made for both NOG (Not oriented grain) and OG (Oriented grain) steels and will be presented in the 

paper. 

CONTINUOUS FLOCK-OF-STARLINGS OPTIMIZATION 

In [3] and [4] it has been proved that it is possible to convert the numerical swarm optimization 

algorithm, PSO or FSO, into continuous time-domain dynamical systems described by a set of state-equations. 

The state equations equivalent to the rules used by the swarm-algorithms for updating velocity uk and position xk 

of generic k-th particle are: 

(1) 
1

( ) ( ) ( ( ) ( )) ( ( ) ( )) ( )
N

k k best k k best k km m

m

u t u t p t x t g t x t h u tω λ γ
=

= + − + − +∑ ɶɶɶ ɶɺ   

(2) ( ) ( )
k k

x t u t=ɺ         

where the parameters ( ωɶ , λɶ , γɶ , km
hɶ )  are, respectively, the so-called inertial, cognitive and social coefficients. 

Clearly, 
km

h h=ɶ ɶ  (for the sake of simplicity we assume one only value, hɶ , for all controlled birds) if the k-th bird 

controls the m-th one, 0
km

h =ɶ otherwise. The equations (1) and (2) constitute the analytic model of CFSO and 

their closed forms allow to manage the whole optimization process [5]. 
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THE VECTOR HYSTERON MODEL 

The Vector Hysteron Model (VHM) is able to describe the magnetic hysteresis in three dimensions [7]. 

Nevertheless, in this work we will consider only the two dimensional case where a distribution of circular 

hysteron is defined on the magnetic field plane. Since a single hysteron generates an unitary magnetic induction 

[6],  the value of the magnetic induction is obtained as a superposition of the contribution of each hysteron. The 

magnetic behavior of a material can be reconstructed using this model when an accurate identification of the 

hysteron distribution is performed. We used the Lorentian functions for defining the position and the radius of 

the hysterons. The used standard deviation are σx and σy for the position and σr for the radius. In addition a 

fourth parameter Hc is used in order to approximate with accuracy the coercitive field of the magnetic material. 

In this work the identification of  those parameters for NOG and OG steel samples is described. 

 

EXPERIMENTAL VALIDATIONS 

The good agreement between computed and measured data for different magnetization processes, 

shown in Fig. 1, proved  the effectiveness of the presented approach. In the extended paper more details and 

results will be presented and discussed. 
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    (a)                 (b) 

Figure 1. (a) NOG steel, on the first row three scalar hysteresis loops measured (stars), and computed (circles), along the 

rolling direction; on the second row three scalar hysteresis loops along the opposite direction. (b) OG steel, magnetic field 

loci measured (star), magnetic induction loci measured (diamond), and computed (square).   
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Abstract. The parameter identification for the direct-quadrature (d-q) axis model of a permanent-magnet 
(PM) synchronous motor is formulated as an electromagnetic inverse problem. The d-q model parameters 
are solved by comparison of the d-q model to a state-space model utilizing lookup tables of finite-element 
simulation results. The d-q inductances and the PM flux linkage are estimated for different operating 
points. The results compare reasonably to measurements. 

Keywords: Finite-element methods, inverse problems, parameter identification, permanent magnet 
synchronous machines, state-space models. 

INTRODUCTION 

The control algorithms for permanent-magnet (PM) synchronous machine drives are typically based on 
the direct-quadrature (d-q) axis equivalent circuit. In the simplest form, the d-q model assumes constant values 
for the inductances Ld and Lq and PM flux linkage ψpm, as well as perfect decoupling of the flux-current relations 
of the d- and q-axes. In a real machine, however, higher-order permeance harmonics, magnetic saturation, 
hysteresis, anisotropy and eddy currents make the flux-current relationships dependent on loading, frequency and 
rotor angle, and can also cause cross-coupling between the d- and q-axes fluxes and currents. 

A large amount of research has been dedicated to parameter estimation of PM machine parameters. 
Typically, the d-q model inductances are automatically identified during the commissioning of the drive using 
frequency-response or signal-injection methods in standstill [1], [2]. In addition, the parameters can be adapted 
during the actual operation [3], [4]. However, due to the large amount of control, estimation and adaptation 
algorithms utilizing the d-q model, the fundamental concept of parameter identification is easily obscured. Since 
the simple d-q model is not necessarily able to completely describe the behavior of the real machine, the 
parameter estimation should not be seen as the problem of finding “correct” parameter values for different 
operating points. Instead, it should be considered as an inverse or optimization problem [5], so that the best 
parameter values are the ones that make the d-q model predict a machine behavior that is as closely as possible 
to the real machine behavior. From this point-of-view, the parameter values do not need to be limited to a certain 
operating point but can also be optimized over a whole loading cycle. 

In this paper, we adopt an electromagnetic inverse-problem approach for identifying the d-q model 
parameters for a 2.2-kW, 75-Hz, 6-pole interior-PM synchronous motor. The motor is first modeled in several 
operating points with a finite-element (FE)-based state-space (FE/SS) model [6], which allows taking into 
account the spatial permeance harmonics and magnetic saturation, but is hundreds of times faster than a time-
stepping FE model. We then formulate the estimation of the d-q model parameters Ld, Lq and ψpm as an inverse 
problem in order to iteratively minimize the difference between the results from the FE/SS and d-q models. In 
order to validate the inverse approach, the obtained parameter values are compared to measurement results. 

METHODS AND RESULTS 

The FE/SS model has been implemented in the MATLAB/Simulink environment and is 
comprehensively described in [6]. The stator currents iαβ (in the stator α-β reference frame) and the 
electromagnetic torque T are expressed as functions of the stator flux-linkages ψαβ and rotor angle θr using static 
FE results stored in lookup tables.  The voltage equation and torque are thus given by 
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The d-q model is described by 
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3

2
T p ψ i L L i ié ù= + -ê úë û , 

in which ωr is the (electrical) rotor speed and p is the number of pole pairs. The parameters to be identified for 
the d-q model are x = (Ld, Lq, ψpm). The identification problem is formulated to find the parameter set x  which 
minimizes the difference between the stator current waveforms i (vector including the samples) solved from the 
FE/SS and d-q models: 

(5) ( ) ( )
2

dq FEarg min= -
x

x i x i x   

For comparison, the inductances of the machine were experimentally determined by open-circuiting the 
b- and c-phase windings, supplying a 28-V, 50-Hz voltage to a-phase, and measuring the a-phase current and c-
phase voltage as a function of the rotor angle. The PM flux linkage was also measured from the back-emf [3]. 

Figure 1 shows preliminary inverse-problem results for different operating conditions, in which the 
voltage has been scaled linearly with the speed. It is clear that especially Lq depends significantly on the loading. 
The measured parameter values Ld = 0.108 H, Ld = 0.153 H and ψpm = 0.944 Wb correspond well to the variation 
ranges of Figure 1. 
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Figure 1. Dependency of solved Ld, Lq, ψpm on the average torque T and rotation speed n. 

CONCLUSIONS 

The results show that reasonable parameter values can be estimated with the electromagnetic inverse-
problem formulation by comparison of the d-q model to an FE-based state-space model. In the full paper, we 
will focus on the uncertainties related to the inverse problem. In addition, we will also search for parameter 
values which optimize the d-q model performance over several loading points. A standard signal-injection 
method will also be performed numerically in order to validate the proposed inverse approach. 
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Abstract. This paper deals with the demagnetization current evaluations using Finite Element Method 
(FEM) and magnetic equivalent circuit modeling in a Pole Changing Memory Motor (PCMM). The focus 
of this paper is the characteristics evaluation relative to the current density and the magnet numbers of 
machine for pole changing condition in PCMMs. Magnetic equivalent circuit modeling method and 
demagnetizing currents characteristics of PCMM according to the magnet thickness variation are 
introduced. Finally, this paper deals with optimum design criteria to minimize the torque ripple, to 
maximize torque density of a PCMM using Response Surface Methodology (RSM). 

Keywords: Demagnetizing current, FEM, PCMM, RSM  

INTRODUCTION 

Memory motors combine the flux controllability of a PM (permanent magnet) machine with the high 
power density of conventional electric machines [1]-[2]. They utilize the flux concentration principle which 
allows the generation of air-gap flux densities that are typical for high-efficiency machines. Memory motors can 
be built either as variable-flux or pole-changing machines. In both machine types, the magnetization of PMs can 
be simply varied by using a short current pulse, with no need for permanent demagnetizing current as in a 
conventional internal PM machine operating in at flux weakening mode. The operation of a memory motor is 
based on its ability to use a small stator current to change the magnetization of its magnets. This study illustrates 
how the magnetization of rotor magnets can be continually varied by applying a short pulse of stator current. In 
this paper, we introduce the magnetic equivalent circuit modeling and parameter calculation method for the 
selection of fundamental design variables for a pole changing memory motor (PCMM). A demagnetizing current 
evaluation method for a PCMM are presented and a characteristic analysis are performed in the situation of pole 
changing due to the  demagnetizing  short pulse current. And this paper presents, finally, the optimum design 
relative to the torque density and ripple on the basis of the design variables of magnet thickness and current in 
order to improve performance of a PCMM. 

PRINCIPLE OF OPERATION OF THE PCMM 

 

Figure 1. 8-pole magnetized PCMM.                                 Figure 2. 6-pole magnetized PCMM.  

 

Fig. 1 shows the cross-sectional view of a pole-changing memory motor with 32 tangentially 
magnetized magnets. On the rotor side there are four magnets per pole, all of which are magnetized in the same 
direction. The rotor wreath is built of PMs along with iron segments and is mechanically fixed to a nonmagnetic 
shaft. After the stator winding is reconnected into a six-pole configuration, a short pulse of stator current changes 
the rotor eight-pole to a six-pole magnetization, as shown in Fig. 2. Since the number of magnets per pole is no 
longer an integer (32/6=5.333...), some magnets can remain demagnetized. 
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MAGNETIC EQUIVALENT CIRCUIT AND DETERMINATION OF AIR GAP FLUX DENSITY 

 
Figure 3. Cross-sectional view of the PCMM with four magnets per pole. 

 

Assume that the rotor is built with 4 magnets per pole, and that all magnets are magnetized. The 
approximate flux density distribution in that case is shown in Fig. 3. The flux 1 in Fig. 3 goes through the whole 
area of the left and right magnets, but only through a portion of the center magnet with radial height bm-b0. The 
flux 2 in Fig. 3 goes only through a portion of the center magnet with radial height b0. Since the magnets are 
tangentially magnetized, and there is no current in the rotor slots, one may write the tangential component of 
rotor slot flux density. 

 

 
Figure 4. Magnetic equivalent circuit of proposed model. 

 

Denoting by Br the residual magnetism of the rotor magnets, and their coercive force Hc, one can define 
the quantities of the magnetic equivalent circuit in Fig. 4. 

 

Where,      Gm ; magnetic reluctance 
Rδ,1, Rδ,2 ; air gap reluctance  
δ,1, δ,2 ; air gap flux 
Bδ,1, Bδ,2 ; air gap flux density 

CONCLUSIONS 

In this paper, we introduce the magnetic equivalent circuit modeling and parameter calculation method 
for the selection fundamental design variables in a Pole Changing Memory Motor (PCMM). In addition, the 
input demagnetizing currents for the 8/6 pole switching are selected in each PM thickness using the derived 
magnetic equivalent circuit and FEM. The demagnetizing characteristic of a PM of PCMMs according to the 
selected stator current are investigated. With this procedure, it is possible to investigate the influence of short 
pulse current components on the overall magnetization from an 8-pole to 6-pole configuration. And this paper 
presents a RSM optimization technique in order to reduce the torque ripple of a PCMM. Starting from an 
existing design, the best design solution is selected. 
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Abstract. This paper deals with the optimum design criteria of a Variable Flux Memory Motor (VFMM) 
using magnetic equivalent circuit modeling and Response Surface Methodology (RSM). The focus of this 
paper is found firstly a design solution through the comparison of torque and efficiency according to 
magnetizing direction and quantity of permanent magnet and dimensions variations and, secondly, a 
mixed resolution with Central Composite Design (CCD) is introduced and analysis of variance (ANOVA) 
is conducted to determine the significance of the fitted regression model. 

Keywords: FEM, Preisach modeling, VFMM. 

INTRODUCTION 

Memory motors combine the flux controllability of a PM machine with the high power density of 
conventional electric machines[1]-[2]. The distinguishing features of a Variable-Flux Memory Motor (VFMM) 
are the air-gap flux created by rotor magnets can be continuously varied within a fraction of the period of stator 
current and the re-magnetization current is smaller than rated machine current. The load current cannot 
demagnetize the magnets. 

The effects of re- and demagnetization are important issues in the performance of VFMM. Therefore, 
whereas in other kind of machines a rough estimation of magnetization of PMs is acceptable, their importance in 
variable-flux memory motors justifies a greater effort. 

In this paper, a coupled finite element analysis and Preisach modeling for a VFMM is presented and the 
characteristics analysis is performed under continuous re- and demagnetization. And this paper deals with the 
optimum design criteria of a VFMM using magnetic equivalent circuit modeling and Response Surface 
Methodology (RSM). The proposed procedure allows to define the rotor magnet shape, dimensions starting from 
an existing motor or a preliminary design. 

PRINCIPLE AND ANALYTICAL MODELING OF VFMM 

Operation principles of VFMM 

A cross-sectional view of a four-pole VFMM is shown in Fig. 1. Tangentially magnetized PMs with N-
poles and S-poles drive flux through the air gap into the stator. The rotor is built as a sandwich of PMs, soft iron, 
and nonmagnetic material, all of them being mechanically fixed to a nonmagnetic shaft. After applying a pulse 
of stator current in the opposite direction, the rotor magnets are partially demagnetized. A barrier in the magnets 
is created on a distance from the shaft surface that separates zones with old and new magnetization direction 
within each rotor magnet. The trapezoidal form of rotor magnets is a guarantee that the effects of re-
magnetization current can be spatially controlled. The distance at which the flux density in the gap is equal to 
zero is called the zero flux radius.. 

 

Figure 1. Cross-sectional view of a partially magnetized VFMM. 

Analytical modeling of VFMM 

The half-pole model of a VFMM rotor is shown in Fig. 2, in which the following notation was used: 

d1, d2  : PM width on the shaft and air-gap side, respectively.  

bM  : magnet radial length. 
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Figure 2. Cross-sectional view of a half pole of a VFMM. 

Denoting the remanent flux density of the magnet Br , its coercive force Hc, the air-gap flux density Bδ, 
and the machine length l, one can express the differential of magnet permeance dGM  and differential of gap 
permeance dGδ  as  
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The solution of which gives the circumferential coordinate x with the same potential as radial coordinate r   
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Points x and r in this equation define coordinates of a flux line going through the air gap (x) and the 
magnet (r). Therefore, this equation describes equipotential contours in the rotor pole and is called the flux 
contour equation.  The flux contour equation is used to quantify the two most important parameters of a variable-
flux memory-motor.  

The maximum air-gap flux density Bδ  is evaluated by substituting x= bδ for r=bM in the flux contour 
equation. Since the circumferential dimension bδ  is equal to one-half pole pitch τp minus magnet width d2  , one 
can express the air-gap flux density Bδ  as 
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CONCLUSIONS 

A magnetizing characteristic analysis method has been proposed, which is suited for evaluation of 
machines with magnetic non-linearity, hysteresis phenomena and magnetizations.The magnetizing direction and 
quantity of a variable-flux memory motor (VFMM) according to stator MMF are investigated on the basis of the 
proposed analysis method. With this procedure, it is possible to investigate the influence of short pulse d-axis 
stator current components on overall magnetization.  

Computer modeling and simulation results for operation characteristics of PMs shows the superiority of 
the proposed coupled finite element analysis and Preisach modeling. 
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Abstract.   This paper presents the design of a Hybrid Railway Power Substation. Two optimization 

formulations are investigated to obtain the optimal design and the energy management strategy that 

minimize the total cost of HRPS during an operating period of one year. 

Keywords: Hybrid railway power substation, multi-sources system, energy storage, design, optimization, 

linear programming. 

INTRODUCTION 

Because of the rail network development, power demand of Hybrid Railway Power Substation (HRPS) 

becomes increasingly important [1]. The integration of renewables energies could compensate this need. 

Nevertheless the known intermittency factor of these energies makes difficult to estimate the amount of 

produced power [2]. By introducing a storage device, the HRPS may operate without the grid and could ensure a 

good power quality [1]. The storage device should be accurately used according to the consumed power, the 

produced power and the evolution of prices fixed by power supplier [3]. To enhance the design of HRPS, the 

energy management strategy should be suitable in the long term. However, a high number of unknowns is 

induced by these temporal variables and thereby two different formulations are investigated within the linear 

programing. By taking into account economical aspects, the optimal design of each source and the energy 

management strategy are known for a time step of ten minutes during one year.  

1-MODEL AND OPTIMIZATION PROBLEM DESCRIPTION OF HRPS 

The studied HRPS is presented in Fig. 1, it is composed of photovoltaic panels, wind turbines and a 

storage system connected to the substation through an AC bus. Renewable energy production illustrated by one-

way power flows on Fig. 1, depends of the photovoltaic panels surface     and the swept surface of wind 

turbines   . For the storage device, the quantity of maximal energy      defines the capability of storage, then 

power         or energy         can both express the temporal fluctuation of storage device for the optimization 

process.  

 

Figure 1. Overview of Hybrid Railway Power Substation. 

According to measurements of wind speed and solar irradiation and for a given consumption during one 

year, all power flows of this multi-source system have to satisfy the power balance given in (1) [4]. The power 

from the grid       is decomposed in two parts, the power received      
  and the power sent      

 . 

(1)               
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The objective function is expressed in (2) for an annual operating mode by considering investments cost 

of each device and also the purchasing      
  and selling      

  of electricity [3]. 

(2)    ∑   
     

 
         

        ∑   
     

 
         

                                

In Table 1, two optimization problems are proposed through energy and power formulations of storage 

device. In power formulation, the stored energy is computed from the initial state of charge and also from the 

power stored at previous time steps. On the contrary, energy formulation considers only the maximal power of 

the storage. Dimensional variables of HRPS and grid power flow are the same on both optimizations. 

Table 1. Description of each optimization problem formulation  

Formulation  power energy 

Variables 
common                        

          
     

specific                 

Constraints 

energy 
bounds 

           ∑              
 

 
                

power 
bounds 

                         
                 

  
      

periodicity ∑           
 

 
               

2-COMPARAISON OF FORMULATIONS 

For both optimization problems, linear programming is used. However it requires specific matrices to 

express equality and inequality constraints. Due to a time step of ten minutes, each temporal variable induces 

52560 unknowns for one year cycle, therefore sparse matrices are employed. On Table 2, both formulations are 

compared according to the size of equality and inequality matrices and the memory required to store them. 

Table 2. Comparison of memory requirements for both formulations  

Formulation 
power energy 

Expression Memory Expression Memory 

Size of matrices                       GB (full)                       GB (full) 

Number of nonzero            GB (sparse)           MB (sparse) 

Fig. 2.a. and Fig. 2.b. present respectively the nonzero elements of equality and inequality matrices for 

power and energy formulations during one day. On Fig. 2.a., the power formulation induces a higher number of 

nonzero elements which makes difficult the storage of matrices for a high number of unknowns. By employing 

energy formulation, the memory required is greatly reduced and the optimization of HRPS is achievable in a 

short time. 

Figure 2. Comparison of matrices for one day 
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Abstract. To accommodate the fluctuating demand with variable energy sources, means of energy 

storage need to be added into the energy grid. The complexity of the interactions between the various 

components in an energy grid need to be efficiently modeled for simulation purposes and for increasing 

the energy efficacy of power grids. In order to take into account the hybrid nature of the system, i.e. 

discrete and continuous time-varying processes, the modeling is performed using Petri nets adapted for 

energy grids. Supervisory control is implemented to attain optimal energy dynamics. This is implemented 

by finding the optimal control places and transitions in Petri net formulations that alter the connectivity 

between the various components and thus the topology of the system. We were able to reduce the use of 

conventional energy production by 5.5% using the supervisory controller.   

Keywords: energy dynamics, energy efficiency, hybrid systems, supervisory control 

INTRODUCTION 

The increased production of renewable energy on a large scale, brings about a set of problems. The 

production rate of renewable energy directly depends on the amount of solar irradiation and wind speeds. The 

penetration of solar energy is restricted to only 7% of the total energy production (in Belgium) when no energy 

storage is used. To accommodate the demand at any time, energy storage is therefore needed. Significant 

renewable energy sources are restricted to solar and wind energy while the conventional energy production 

consists of nuclear power plants and traditional coal and gas (COGAS) power plans. The latter are adaptable in 

time to the aggregated energy demand. 

So to understand to a better extent the operation of energy systems, and to increase its efficiency by 

implementing control mechanisms that plan loading and unloading of the energy, modelling techniques are 

required. Petri nets - originating from graph theory - form excellent tools [1]. Petri nets enable the mathematical 

modelling of concurrency and conflicts between components. The components, i.e. solar panels, windmills, 

energy consumers, power storage, energy transportation and net connection with combined gas and steam 

(COGAS) and nuclear energy production; have distinct specifications and dynamics that need to be accounted 

for in the modelling. So to minimize the excess of produced energy and the optimal penetration of renewable 

energy, supervisory control [2] is implemented that changes the incidence or connectivity between the various 

components in the complex network. The simulation thereof yields the energy changes in and between the 

various components. 

METHODS 

Hybrid Petri nets for energy systems 

Systems consisting of discrete and continuously varying processes are hybrid systems and in order to 

accommodate the complexity, graph modeling can be applied. Petri net is a modeling formalism that consists of 

four main components: places (Pi), transitions (Ti) and arcs connecting the first two. The fourth component are 

the tokens having transitions from one place to another within the Petri net. The state of the system is given by 

the tokens in the places at any given moment. In order to satisfy given specifications, conditions, etc.., Petri nets 

can be adapted for use in different situations. The adaptations can be divided in extensions and abbreviations [3]. 

Extensions extend the capabilities of the PN whereas abbreviations simplify the working and the representation 

of PN. An extensive detailed model was implemented, see figure 1, based on Petri nets of the components: 

variable energy production (photovoltaic and wind energy), variable energy consumption, energy storage, 

transportation of energy, and connection to the main grid. The different adaptations mentioned above are 

implemented in a software platform. An  example of a component, i.e. the storage component, as implemented in 

the system, is visualized in figure 1. The changes in states of the Petri net are defined as  

(1)   

r 
x (k +1) =

r 
x (k) +

r 
v (k)A  

with   
r 
x (k)  being the state vector at time instant k,   

r 
v (k)  the firing vector and A the connectivity matrix.  
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The equation in figure 1 illustrates the elements within the connectivity matrix of a storage component. 

The overall Petri net consists of a total connectivity matrix that incorporates the connectivity submatrices of the 

different components. This matrix holds information on the links between these components and on the 

conditions for having transitions from one component to another. 

  

Figure 1. Connection of components modeled through Petri nets (left) with example of the storage component (right). 

Supervisory control for increased energy efficiency 

In a timed Petri net, i.e. graph model incorporating a clock structure, the triggering event and thus the 

next state is chosen on the basis of 

(3) 
  

r 
v (k) = arg min

i∈Γ(x(k ))
y i  

with Γ being the feasibility function depending on the state at time instant k and yi being the clock value of the 

event. This minimization is necessary so to determine the next state of the system and depends on various 

constraints within the model. Supervisory control is implemented for reducing the amount of unused energy. 

Therefore, the storage component in the energy grid needs to be adapted and controlled. So to alter the dynamics, 

the connectivity matrix needs to be extended with additional supervisory control places and transitions.  

RESULTS AND DISCUSSION 

Results of the implemented supervisory control method are shown in Figure 2. The simulation is 

performed here for 2 blocks and the total simulation time is 7 days with a time step of 10 minutes. The 

simulation results show that the operation of all components and their interactions can be modelled in a modular 

and universal way, in which the total computational time varies between 5 and 75 minutes for 2 to 8 blocks.  

Results show a 5.5% reduction of usage of traditional (COGAS) energy plants compared to the same system 

(topology and components) without supervision.   

 

Figure 2. Energy efficiency of 2 blocks without supervision (left) and with supervision (right). 

CONCLUSION 

Based on Petri net graph formalisms, an energy grid is simulated. In order to increase the efficacy of the 

dynamics so to satisfy certain conditions of transition, supervisory control was implemented that alters the 

dynamics within the system. Results show that through supervisory control of the storage components, the usage 

of traditional energy plants can be reduced.    
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Abstract. To show usefulness of hole sensitivity of electromagnetic systems, the level set method with 

the hole sensitivity is applied to shape and topology optimization of synchronous reluctance motor. The 

numerical results of design model are compared with the ones without the hole sensitivity. The results 

show that the performance of optimization with hole sensitivity is 12% better than the performance 

without it. 

Keywords: hole sensitivity, continuum shape sensitivity, level set method, shape and topology 

optimization, electromagnetic system. 

INTRODUCTION 

Recently the level set method was introduced for topology design optimization of electromagnetic 

systems. The authors succeeded in combine the level set method with the continuum shape sensitivity of closed 

analytical form [1]. This design approach enables not only representation of precise and clear shapes, but also it 

shows numerical advantages of good convergence and reduced computational time. In addition, its numerical 

implementation becomes very easy since optimization searching algorithm is transformed into a transient 

analysis algorithm with respect to a parameter of pseudo-time.  However, the level set method has a drawback 

that the degree of freedom in topology gradually decreases along with iterative design process. Even though 

initial design is taken to have high degree of freedom in topology, only merging and disappearing of given 

material regions are shown, but generating of new region does not appear. This change of getting simpler in 

topology can not assure its convergence to optimal design. Therefore, this method needs to be imporved so that it 

is suitable for design problem with more complexity in topology. To settle this problem, topological sensitivity 

formula of analytic hole sensitivity was derived and its feasibility was shown in the recent paper [2]. The hole 

sensitivity is expected to contribute to generating the global optimal design for the topology optimization 

problems. 

In this paper, the level set method with the exact hole sensitivity is applied to a more practical design 

problem to show its usefulness and analyze its numerical characteristics in topology variation, converged value 

of objective function, program implementation, computational time, etc. The numerical results from design 

model of a 6-pole synchronous reluctance motor are compared with the ones by the level set method without the 

hole sensitivity. 

 

HOLE SENSITIVITY IN MAGNETOSTATIC SYSTEM 

The continuum shape sensitivity is derived using the material derivative concept of continuum 

mechanics and adjoint variable technique. In 2D magnetostatic system, the continuum shape sensitivity is 

derived as [2] 

(1)                                )()()/1/1(),( ***

21  BABAG zzs


 , 

where Az is vector potential and   denotes the adjoint variable. 

 Fig. 1 shows a virtual hole at *x


 with radius r→0. Using the virtual-hole concept and the 

continuum shape sensitivity, the hole sensitivity in magneto static system is derived in a closed analytical form 

as [3] 

(2)                                )()(
2

)( **

12

12

1







BABxG zh







 . 

The hole sensitivity is used in combination with the level set method for the topology optimization to get better 

topology design. 

69



 

 

                 

(a)  Design domain with a virtual hole            (b) Enlarged virtual hole       

 

Figure 1. Magnetostatic system with a virtual hole. 

DESIGN PROBLEM OF 6-POLE SYNCHRONOUS RELUCTANCE MOTOR 

The design objective of this problem of 6-pole synchronous reluctance motor is to generate a maximum 

torque. To maximize torque generation, the objective function is taken as to maximize difference in the magnetic 

system energy between d-axis and q-axis. In this magnetic system, the ferromagnetic material and air each 

occupy 50% area of the design domain. Fig. 1 shows the final design of rotor shape. The results show that the 

performance of optimization with hole sensitivity is 12% better than the performance without it. 

 

 

Figure 2. Comparison of the rotor shapes between shape sensitivity model and shape and hole sensitivity model. 

 

Figure 3. Change of objective-function value in pseudo time domain.. 
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Abstract. A numerical method based on contrast source inversion (CSI) algorithm is proposed to 

reconstruct complex dielectric permittivity variation of an inaccessible 3D dielectric object buried under 

2D rough surface. The initial step of the method is to introduce the data and object equations involving 

the dyadic Green’s function of the background medium which consist of a rough interfaced half-space.  

The Green’s function is calculated numerically by buried object approach (BOA). Then data and object 

equations are solved iteratively as updating unknown contrast source and contrast function at each step 

for minimization of a defined cost functional. Some numerical implementations are given to exhibit the 

performance of the presented method. 

Keywords: Buried object approach, Contrast source, 2D rough interface. 

INTRODUCTION 

The reconstruction of the geometrical and material properties of an inaccessible object is rather 

important in terms of practical application since it can be directly implemented to the real life problem. 

Therefore, it is possible to find a large amount of studies using different inversion algorithm about this issue [1-

3]. The contrast source inversion method (CSI) [4] is one of the most popular one. It is not required to solve the 

forward scattering problem at each iteration step and the unknown contrast function and the contrast source that 

is the multiplication of the contrast function and the total electric field are updated iteratively to minimize the 

cost functional.  

In this work, conjugate gradient (CG) based CSI algorithm is applied to inverse scattering problem of 

3D dielectric objects buried under 2D rough surface. In this context, the object equation and data equation 

involving the dyadic Green’s function of the rough interfaced half-space are introduced first. The Green’s 

function is computed numerically by using BOA method [5]. Afterwards, the object and data equations are 

solved iteratively to determine the complex dielectric constant variation through the defined object domain in 

which 3D dielectric object is assumed to be located. 

FORMULATION 

 

The geometry is shown in Fig.1. Here the unknown 3D dielectric object denoted   is buried in to the lower half 

of the two half-space media separated by 2D locally rough interface. The constitutive parameters of upper and 

lower half mediums are          and         , respectively, while those of buried dielectric are              . 
Here    is the permeability of free space and          is the position vector in 3D space. In this configuration, 

the domain   where the dielectric object is assumed to be located is called object domain. Here the considered 

inverse problem is to determine the complex permittivity of the buried dielectric from scattered fields measured 

at various points in a data domain denoted   which is above the rough surface.  

Figure 1. Geometry of the problem 

71



 

 

The illuminations of the object domain by transmitters are carried out sequentially through    incident 

waves denoted   
       (    ) where                is the position of the  ’th source. The total electric 

field related to  ’th illumination represented by        is sum of two electric fields as, 

(1)          
       

     

where   
  is the background electric field which is the total field in the absence of the buried scatterer and   

  is 

scattered electric field resulting from the presence of this scatterer. The background field   
     is calculated 

numerically by BOA method in which 2D roughness of the interface is modelled as 3D dielectric objects located 

into the half-spaces remain on the both sides of a fictional planar interface. The contrast function to be 

determined is obtained by solving the following object equation, 

(2)          
       

 ∫  ̅
 

               
                    

and data equation, 

(3)   
       

 ∫  ̅
 

               
                    

iteratively. In the above two equations  ̅ is the dyadic Green’s function of the background medium consist of 

two half-space with rough interface. Due to the fact that, it is not possible an analytical expression for  ̅  it is 

calculated numerically using the BOA method.       is the contrast function defined as following, 

(4)      
     

  
    

where    and       denote wavenumbers in lower half-space and at point  . The CSI algorithm is followed to 

figure out the unknown contrast function given in (4). To this end, the contrast source which is the product of 

total field and contrast function is defined first as, 

(5)                  

and then the object and data equations are rewritten in terms of this function in compact forms 

(6)       
    

   ̅       

and 

(7)   
    

  ̅       

where 

(8)  ̅      ∫  ̅
 

               
             . 

The unknown contrast source and contrast are updated in (6) and (7) to minimize the cost functional defined by, 

(9)   
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in which‖ ‖   
  is the norm on   or  . 

CONCLUSIONS 

CSI method is implemented to the solution of inverse scattering problem corresponding to 3D dielectric 

object buried under 2D local rough surface. The dyadic Green’s function of the background medium involved in 

the object and data equations are obtained by BOA method, numerically. The complex dielectric permittivity of 

the buried dielectric is reconstructed by updating the contrast source and contrast function for minimization of a 

defined cost functional. The method can be applied to reconstruct an inhomogeneous dielectric object with 

arbitrary geometry buried under an arbitrary rough surface.  
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Abstract. The paper presents the optimization of the power flows inside a micro-grid with renewable 

sources and two kinds of storage. The optimization is carried out on a period of one day at one hour 

discretization and the variables are the degrees of freedom that allow controlling the whole system in 

order to minimize the electrical bill. Different optimization approaches are used and results compared 

both in terms of accuracy and of computational efficiency. 

Keywords: Clearing, elitist niching, differential evolution, mixed integer linear programming, optimal 

power flow, smart grids. 

INTRODUCTION 

A micro-grid is a portion of the electrical distribution system, containing both Distributed Generation 

(DG) and local electrical loads, which can exchange power with the main electrical network through a point of 

delivery. The management of the micro-grid requires to choose the most appropriate mix of power production 

and power purchase from the grid to minimize the overall energy cost fulfilling both user needs and technical 

constraints at the same time. This optimal scheduling is often performed considering prices policy and forecasts 

for both consumption and production. If DG is controllable, as in the case of internal combustion engines gen-

sets, it can be a variable of the optimization, on the contrary, if it is based on a renewable energy source like 

Photo-Voltaics (PV) it is taken as an assigned power production profile. If energy storage is present another 

degree of freedom is available: energy storage can in fact decouple the time instant of power production from 

that of its consumption or its sell to the grid when the price is economically more convenient. Different 

optimization techniques can be used for the optimal power flow definition depending on the simulation model of 

the micro-grid: if all components are described by linear input-output relations, Mixed Integer Linear 

Programming (MILP) technique can be used [1] but if nonlinear relations are present heuristic optimization 

techniques should be considered [2].  

MICRO-GRID OPTIMIZATION 

The micro-grid used for optimization is outlined in Fig. 1a and contains: 

- Consumption: a building with a commercial load with a daily peak value of 50 kW; 

- Production: PV arrays with a total capacity of 175 kW; 

- Storage: a 50 kW/50 kWh high speed flywheel and a 50 kW/50 kWh Li-Ion battery; 

- Grid: connection to the electrical infrastructure takes into account a Time-Of-Use fare scheme for the 

purchasing of electrical power with on and off peak unit costs, while a flat selling cost of energy to the grid 

is considered. In addition a limit on the maximum level of power sold to the grid can be inserted. 

The model of the flywheel is extracted from data provided by the manufacturer and the ageing effects 

are considered. The Li-ion battery is represented thanks to the Schepherd model [3] and the state of health (SOH) 

of the elements is computed by integrating the energy exchanged with the system as in (1) where EBATexch 

represents the total amount of energy that the battery can exchanged before its end of life. 

(1) dtP
E

tSOH

t

o

BAT
BATexch


100

100)(  
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Figure 1: Power flow optimization - a) studied microgrid - b) example of obtained results for the grid power Pgrid 

 The time scheduling period is one day discretized on a one hour basis within which the variables are 

considered to be constant. The optimization variables are the four degrees of freedom that allow controlling the 

whole system knowing the values of the consumption (Pload) and the production (PPV): 

- the power flowing from/to the flywheel unit; 

- the power flowing from/to the battery unit; 

- the share of the power flowing from the PV arrays to the common DC bus which is not sold to the grid; 

- a derating factor of PV production which denotes the capacity to decrease the PV production (MPPT 

degradation) in order to fulfill grid constraints, in particular when the electrical grid does not allow (or 

limits) the injection of the PV production. 

The power flow optimization aims at minimizing the total cost on a given day computed from the cost 

of the purchased energy (Cp) and the prices of the sold production (Cs). It finds the appropriate values of the 

degrees of freedom that control the power thought the meters (i.e x1 and x11) and allows the computation of the 

final cost C as in (2): 

(2) )()()()( 11

24

0

1 tCtxtCtxC s

ht

t

p  




 

Different constraints related to the the power flows direction are also introduced and limitations of the 

power exchanged with the main grid (Pgrid) are taken into account. Three different optimization procedures have 

been used: the first based on a MILP optimization considering a linearized model of the system [1] and two 

evolutionary algorithms, in particular on Clearing Algorithm (CA) [4] and Niching Differential Evolution [5]. 

For both metaheuristics the constraints are computed in a vector Cnl and are included into the objective function 

fobj with a penalty coefficient  (typically λ = 10
6
) as in (3): 

(3)  nlCCfobj  

We have displayed in Fig. 1b the grid power obtained from MLP and CA on a particular day. Those 

results show a convergence to the same attraction region. An extensive discussion and comparisons will be 

shown at the Workshop. The different approaches will be analyzed according to the optimal cost and 

computational time. A particular attention will also be paid to the power profiles of both storage devices with 

regard to their ageing effects. 
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Abstract. The paper deals with frequency modelling of power electronics for the sizing by optimization. 
Generally, a model is not dedicated to particular specifications and optimization algorithms. If the 
specifications for the optimization are not considered at the modelling step, this may induce great useless 
modelling and computation. This may also limit the sizing great applications, due to large memory 
consumption and large CPU time. The paper proposes to formulate the sizing model, not in a general 
way, but by considering the optimization algorithm used and the specifications of the sizing at the 
modelling steps. So, there are the inputs and outputs for the generated model. The paper focuses on the 
automatic building of EMC frequency models and applied it to the design of electrical systems of aircraft. 

Keywords: Automatic modelling, optimization-oriented modelling, selectivity, specification-oriented 
modelling, SQP 

I. INTRODUCTION 
Frequency model is a part of the EMC sizing model of a more complex system, such aircraft air-

condition, electrical drives, etc [1]. The digest focus only on this frequency modelling. The coupling of the 
model with specific criteria expressions (gain, current, impedances) and with other sizing equations (losses, 
mass, volume, performances…) thanks to CADES framework, will be detailed in the full paper.  

The power electronics frequency modelling is based on Kirchoff’s law. Using an algorithm based on 
Welsh [2], a set of equations representing the Kirchoff’s laws and the behaviour of the components is 
automatically built in the frequency domain. Its general expression is given by Eqn. 1. 

(1) ))(()( freqYBXPA =⋅ . 

X contains the unknown currents and voltages of the circuits; its size is nX. 

B represents the contribution of the voltage and current sources Y at a frequency freq; its size is nY 

P represents the parameters of the passive components; its size is nP 

Eqn. 1 is a complex linear expression solved by a complex LU decomposition based on Jampack library 
(available at: ftp://math.nist.gov/pub/Jampack/Jampack/). The obtained values of X are named X0. 

For some optimisation using gradient-based algorithm (e.g. SQP, interior point method, etc.), the model 
jacobian can be directly deduced using the theorem of implicit functions [1]: 
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Here, the invert of A is used, so it can be used also to solve Eqn. 1. 

II. PERFORMING THE SOLVING 
In the following of the digest: 

- Xs is the selected outputs that are constrained in an interval or fixed 

- Ps is the selected inputs that are constrained in an interval 

- Pf is the non-selected inputs that are fixed 

- Xf is the non-selected outputs that are free.  

For optimization algorithms that do not use the gradients of the sizing model, Eqn. 1 has to be solved 
using directly LU decomposition, than by using the invert of A.  

However, the specifications for the optimisation fixe some inputs and ignore some outputs of the sizing 
model. In the frequency model used for the optimisation of EMC filter, the frequency model input set contains at 
less the frequency (freq) and the corresponding complex values of the perturbation sources (Y), so, at less some 
tens to some hundreds of variables that are fixed. So, it is very important in such an application, to avoid the 
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computation of the derivative of the constrained outputs according to the fixed inputs, as to not derivate the free 
outputs. 

In this way, two solving cases appear. If all the model inputs and outputs are constrained in the 
optimisation, i.e. Xs=X, the use of Eqn. 2 is a good fashion. If only some of the inputs and outputs are 
constrained, a LU solving is simple and it can be used for the computation of the jacobian of the selected outputs 
Xs according the selected inputs Ys, which are changed by the optimisation process (see fig. 1). 
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Figure 1. Frequency model with selectivity 

In this second case, the derivatives are calculated thanks to the solving of Eqn. 3 by the same LU 
decomposition of the solving of Eqn. 1: 
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As B does not depend on P, it does not appear in the equations. Complementary, as there are few mutual 
inductors in the EMC modelling context, the matrix representing an electrical circuit are very sparse and their 
derivative according the selected parameters represented often one component of A or some if there are mutual 
inductances. A part of the derivatives according P also depends on the frequency (for capacitances and 
inductances). As the model is computed at each optimisation iteration, for several frequencies (at less some tens) 
[1], [3], it is also useful to share some calculations. In this way, the paper proposes to store the derivative of A 
according Ps in very small sparse matrixes and to separate the calculations that depend on the frequency from 
the calculation free of the frequency. These aspects will be detailed in the full paper. 

III. CONCLUSIONS 
The modelling approach has been implemented in java code, as an evolution of the model generator 

presented in [1]. The model generator creates the model for one frequency and its calls for several frequencies. 
Then, CADES is used to include the frequency model in a larger sizing model (as presented in [1]). Without 
selectivity, the simple use of LU solving compare to the use of the invert of A saves some day of computation on 
the application of [3] with an optimisation with evolutionary algorithm (10 constraints). The selectivity 
drastically improves the solving (CPU time and memory) as it will be detailed in the full paper. 

Equivalent circuit shematic
of the frequency modelling

Specifications

Model generator

{ }Psi niPs ≤≤1,

Frequency perturbation sources

frequency_model.jar (Icar)













≤≤
≤≤

∂
∂

Ps

Xs

js

is

njs

nis

Ps

Xs

1

1
,

{ }Xsis nisXs ≤≤1,Java classes for the model 
computation

{ }Pfjf njfPf ≤≤1,

{ }Yfreqji njnifreqY ≤≤≤≤ 1,1,)(

Data files for the values of :

{ }Yfreqji njnifreqY ≤≤≤≤ 1,1,)(

{ } freqnXfXsPfPs +,,,

 

Figure 2. Implementation of the frequency model generator 
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Abstract. This paper deals with an automatic modelling of power grid for studies using optimization 
algorithms: optimal power flow, design, or both. The optimization of such an application is often carried 
out using Interior Point method, due to the non-linearity of the modelling and the large number of 
constraints (some hundreds of thousands). In the paper, two implementations of such a method are used: 
Knitro [1] (from GAMS[2]) and IPOpt [3]. The modelling is based on a nodal approach. The gradient of 
the model is also automatically built. The models are generated in two formats: the modelling language of 
GAMS and under java native code for the optimization with IPOpt. The model Hessian is approximated 
by IPOpt. The approach has been applied on the reference power grids defined in the literature. At the 
present time, for the first modelling prototype, only alternative single-phase power grids are considered. 

Keywords: Power Grid, Modelling, OPF, Interior point optimization 

INTRODUCTION 
The optimization of power flow in power grids is a well-known problem, and studied for several 

decades. The paper aims to give an aid to the modelling, not only for optimization used to compute the power 
flow in a power grid, but also for optimization allowing to size part of the power grid. In such an approach, the 
optimal control used for the power flow management is a part of the complete sizing modelling. The paper 
focuses on the modelling of the power grid for optimization. It proposes to use GAMS or CADES framework to 
link the power grid model to other aspects, e.g. sizing criteria. The paper does not discuss this last aspect, it 
illustrates the modelling on the restricted problem of optimal power Flow (OPF), using interior point 
optimization from Knitro (from GAMS) or IPOpt (from java language).  

I. MODELLING PROCESS 
In this case, the optimization process is defined as shown in Fig. 1. From the schematic of the power 

grid, some additional sizing equations and a description of the optimization specifications (the nature and some 
default values), the paper proposes to generate automatically the optimization model in two fashions. 

- A gams script (i.e. a file in GAMS modelling language) of the optimization model and the optimization 
specifications. The designer has only to choose the objective function and to define the connection of the 
model to an optimization algorithm. The user can change the specification values. 

- A java code of the optimization model with its Jacobian computation. The specifications are also generated 
in an XML file available for CADES-Optimizer. At the present time, the connection of the model to IPOpt 
is carried out thanks to a dedicated java program. 
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Figure 1. Modelling and optimization process. 
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MODEL GENERATOR 
The modelling of the power grid is based on a nodal approach. Each component of the power grid  

(generator, load, etc.) is defined by four variables: its voltage amplitude, its voltage phase, its active and its 
reactive power. Among these variables, two must be fixed. Thus, according to the fixed variables, several causal 
models are defined and available for designers. It is also possible to add new components. Note that the non 
linearity of the modelling is due to the power expressions. 

From the schematic of the power grid, a nodal modeling is carried out using Kirchoff’s laws. Then, the 
behaviors of the components are added. For IPOpt, the Jacobian is automatically built and stored as a sparse 
matrix. The Hessian should be built, but at the present time, the approach uses the numerical approximation 
provided by IPopt. These modelling aspects will be detailed in the full paper. 

AUTOMATIC FILE GENERATION FOR MULTIPHYSIC OPTIMIZATION WITH CADES 
The architecture of this modelling process is based on the Reluctool architecture [4]. However, some 

differences exist: 

- The model are generated in two formats, as presented before : Gams script and java code 

- The ICAr software components are not generated yet. 

- The Jacobian is stored as a sparse matrix 

APPLICATION EXAMPLE 
A 4-node network which theoretical solution is available [5] carried out, as a 14-node network from 

IEEE data base of reference cases. Both IPopt and Knitro implementations of interior point optimization give 
good results. More results will be presented in the full paper. 
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Figure 2. Simple application test 

CONCLUSIONS 
The implementation of the approach has been made from the architecture of Reluctool. The resulting 

prototype, named PowerSysTool, is available for alternative single-phase power grid representation or 
application. Some extensions have to be carried to deal with power flow optimization or sizing by optimization 
of power grid. 
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Abstract. This paper describes methodology to design a new electrical railway system using 

optimization. An Optimal Power Flow (OPF) model of the railway, including energy storage system, is 

presented. Then, an application case is described. Finally, the problem has been implemented in the 

GAMS optimization environment. This non linear problem is solved with the Interior Point optimization 

method (KNITRO). The performances of the optimization process and results are discussed. 

Keywords: GAMS, Energy storage systems, Interior Point Optimization Method, Optimal Power Flow, 

Railways. 

INTRODUCTION 

Increasing traffic is a challenge for railway networks. In order to meet the demand of the railway 

operators,  more trains with a greater capacity have to be planned.. Thus, the electrical railway infrastructures 

need improvements in order to sustain more demanding exploitation and energy consumption. One of the 

challenging aspects is to provide a good power quality to every electric train. This is a condition to use the 

rolling stock at their standard performances.  

In order to achieve these goals, new electrification infrastructures have to be designed, introducing 

power electronics, energy storage and direct integration of renewable energies. 

Due to the increasing complexity of these new infrastructures, traditional engineering methods based on  

designers expertise and simulation tools reach their limits. The paper presents a railway network model. This one 

deals with the loads moving according to the train schedules. It also takes into account energy storage elements. 

Then, an application to an existing railway is presented. The optimization models have been implemented and 

solved using commercial available optimization tools (GAMS [1] with KNITRO [2] solver). 

OPTIMAL POWER FLOW MODEL OF THE DC NETWORK 

One of the main features of railway feeding networks is the motion of the loads, inducing frequent 

topologies changes. A suitable modeling method of the system has been previously developed [3]. This method 

provides an equivalent fixed topology model, where length of the transmission lines and loads on each node are 

defined as parameters. Their values are computed in order to describe the behavior of the network according to 

the practical train timetables from operator’s dedicated electro-kinematical simulation tools. 

Due to the problem characteristics, the transient dynamics of the network are neglected, therefore 

electrical system dynamics are represented as successive static states. The steady state linear network equations 

are built using the modified nodal analysis [4]. Additional non linear equations are used for the trains operating 

as power loads (1), where current cI  is computed according to the voltage cV , and train consumed power cP , 

which both varies according to time t . Storage unit dynamics are represented using energy sW as a state 

variable (2), where t is the chosen discretization time step. 

(1) ttItVtP ccc  )()()(  

(2) )()()( tPttWttW sss   

Each equation is included as equality constraint in a standard non linear optimization problem. 

Additional inequality constraints are applied on physical characteristics such as stored energy values (3) or 

voltage values (4). 

(3) tWtWW sss  maxmin )(                             (4) tVtVV kkk 
maxmin

)(  

The complete optimization model will be detailed in the full paper. 
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APPLICATION CASE 

The application case is based on a section of Paris suburban mass transit system (Réseau Express 

Regional), between the stations of Brétigny and Dourdan. This section is electrified using a DC 1500V overhead 

system. Train circulations are regularly spaced with a 120km/h top speed and close stops. Its total length is 

24.2km. Electrification consists of three feeding and four paralleling substations. 

Each feeding substation is assumed to have a short-term storage unit attached. In the paper, optimization 

tools are used for optimal control in order to provide storage set points. 

The objective is to minimize the total energy consumption for a typical traffic peak. 

The study time is 4 hours long, and the fast load variations occurring in railway applications impose the 

choice of a one second time step, which is significantly less than the ten-minute time step of traditional electrical 

transmission network studies. On the study, 14400 time steps are considered. For each time step, three storage 

set points and states of charge have to be computed, jointly with 31 nodal voltages, 34 sources currents, leading 

to a problem with more than one million variables and constraints.  

IMPLEMENTATION AND RESOLUTION 

The model for optimization has been written using GAMS modeling language and solved using 

KNITRO Interior Point method implementation. 

Optimization results 

The storage set points computed by the optimization process are presented in Figure 1.  

0 1000 2000 3000 4000 5000 6000
-0.2

0

0.2
Storage 1 set point

P
o
w

e
r 

[p
u
]

0 1000 2000 3000 4000 5000 6000
-0.2

0

0.2
Storage 2 set point

P
o
w

e
r 

[p
u
]

0 1000 2000 3000 4000 5000 6000
-0.2

0

0.2
Storage 3 set point

Time [s]

P
o
w

e
r 

[p
u
]

  

0 5000 10000 15000
0

5

10

15

20

25

30

Time [s]

E
n
e
rg

y
 [

p
u
.s

]
Stored energy

 

 
Substation 1

Substation 2

Substation 3

 

 Figure 1. Optimal set points of storage units 

A gain of 5% in energy consumption on the optimized cycle is achieved while using storage compared 

to the initial infrastructures. 

Optimization process performances 

The global optimization process shows good performances. Running on a server with two Xeon E5506 

CPUs, the optimizer takes about 7 hours to converge on a local optimum. The memory overhead is around 10Gb. 

Due to the relatively low computing resource consumption the optimization process could be run on modern 

workstations provided enough RAM is available. 

CONCLUSIONS 

In the paper, an optimization model of a railway network is presented. The model is then applied on a 

typical engineering case, using commercially available optimization tools. The optimization process finds a more 

energy efficient solution and shows good performances on large scale problems. The first results prove that the 

authors are now able to optimize a real railway electrical system despite of its increasing complexity. In the 

future, a more accurate optimization model will be defined, and to the optimization process will be extended to 

AC feeding systems. 
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Abstract. We consider an academic problem within the framework of the Lorentz force velocimetry 

measurement technique. The goal is to increase the Lorentz force in relation to the weight of the magnet 

system and to determine thereby novel magnet designs. To address this issue we define two multi-

objective optimization formulations: one is with continuous variables and the other one is with mixed-

integer variables. We investigate and compare these two formulations using the derivative-free NOMAD 

algorithm. 

Keywords: Derivative-Free Algorithm, Lorentz Force Velocimetry, Mixed-Integer Optimization, Multi-

Objective Nonlinear Optimization  

INTRODUCTION 

As computer power increases so does the complexity of the numerical models one wishes to optimize. 

This often results in expensive objective functions, i.e. whose numerical evaluation is rather CPU time 

consuming. This is especially the case when objective functions are generated by numerical simulation as, e.g., 

by extensive 3D FEM models. Generally, for these “black-box” problems, no derivatives can be provided and 

therefore suitable optimization algorithms are needed to deliver satisfying results in a reasonable amount of time.  

The Lorentz force velocimetry framework places in this context. We will use the well-known 

“derivative-free” algorithm NOMAD [1] (Nonlinear Optimization by Mesh Adaptive Direct search) to solve 

continuous and mixed-integer multi-objective formulation of the physical problem. 

PROBLEM DESCRIPTION 

Experimental setup 

The novel contactless flow rate measurement technique Lorentz force velocimetry (LFV) [3] for low 

conductive fluids requires careful numerical optimization of the experimental setup in order to deliver high 

quality results. The main focus is on the optimization of the magnetic field, i.e. the magnet system with which 

the force signal is detected. 

The experimental setup consists of a 

cylindrical channel (the fluid is approximated 

by a solid body [3]) surrounded by eight 

spherical magnets (figure 1). This setup is of 

academic nature, since in practice, magnetic 

structures are generally made of rings or 

parallelepiped permanent-magnets. The 

advantage of spherical permanent magnets is 

their simple analytical description which allows 

to validate this model. 

  
Figure 1. Model setup: cylindrical channel surrounded by 8 spherical 

magnets (electrical conductivity σ , velocity v , magnetization iM ). 

The Lorentz force density LF  [4] is roughly: 

 (1) 22 ~~ BσFvBvσF LL   

where σ  is the electrical conductivity of the fluid, v  its velocity and B  the magnitude of the magnetic flux 

density produced by a magnet system around the channel. The magnetic flux density induces eddy currents in the 

fluid. The interaction between eddy currents and magnetic flux density produces a Lorentz force that breaks the 

fluid flow. By virtue of Newton’s law, an opposite force LF  acts upon and deflects the magnet system. The 

flow velocity (eq. 1) is determined by measuring the deflection with a balance system.  

The sensitivity level of the balance system limits the weight of the magnet system attached to it and 

thus, the generated Lorentz force. Because of the quadratic dependence of B  in (eq. 1), the magnetic field is the 

most promising parameter to optimize in order to increase the measured force.  But for fluids with a higher 
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electrical conductivity, who produce a stronger force signal (eq. 1), a heavier magnet system can be used to 

further increase the signal. Thus, the objectives are to increase the Lorentz force in relation to the weight of the 

magnet system. 

Optimization problem 

The optimization problem consists in maximizing the Lorentz force in relation to the magnet system 

weight.  Therefore, the objective function has to take into account two conflicting goals: maximize the Lorentz 

force and minimize the magnetization, summed up over the volume of the magnetic material (surrogate for the 

weight). To take both objectives into account, we consider a bi-objective optimization setting and attempt to 

approximate the corresponding Pareto front [2]. A first study considers the weighted sum method as scalarization 

technique, converting the multi-objective formulation into a single-objective problem by using a convex 

combination of the objectives for a variety of parameters (denoted 21 w,w in (2a|b)). This is done despite the 

optimization problem being non-convex, because of the simplicity of the scalarized problem (simple 

differentiable objective function, only box constraints and no additional constraints). It is important that the 

values of the two objective functions are of the same order of magnitude, the problem data was scaled 

accordingly. The set of variables are the direction of the magnetization vector M , i.e. the azimuth 

angle ][ ππ,i   and the polar angle ]0,[ πθi  , and its value 8...2,1,0, ,=iM i  . Additionally, we consider a 

mixed-integer formulation where the magnet dimensions can only assume discrete values  0,1  that, in practical 

applications, means that the magnet exists or not in the system. 

We therefore consider the following optimization problems with continuous (2a) and mixed-integer 

variables (2b): 

(2a) 
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Numerical setup 

We build up a 3D FEM model using COMSOL Multiphysics 4.3b [5] and evaluate the objective 

functions with an accuracy depending on the quality of the FEM discretization. One function evaluation takes 

around one minute. Derivatives are not provided. 

Taking into account the problem features, we chose to use NOMAD, a derivative free optimization 

algorithm based on mesh adaptive direct search designed for general nonlinear optimization problems.  The main 

idea of a direct search algorithm is the following. The space of variables is discretized on a “virtual” mesh with a 

prescribed mesh size parameter. At each iteration, a better value for the objective function is searched for in the 

neighborhood of the mesh point of the current best solution. If successful, the mesh can be coarsened for the next 

iteration, otherwise it is refined until the stopping criteria are satisfied.  

Numerical results 

The numerical results of this preliminary test study will be presented in the poster, including the Pareto 

front and detailed depiction of the optimized variables. 

CONCLUSIONS 

The aim of this study was to gain first insight into the optimization procedure in the framework of the 

Lorentz force velocimetry measurement technique. The non-convex optimization problem is marked by 

expensive function evaluations. The tested algorithm NOMAD handled successfully the challenge to at least find 

local optima for this academic problem in a reasonable amount of time and thus, can be used for the optimization 

of a practical arbitrary magnet configuration.  

To obtain preliminary results the weighted sum method was chosen for its simplicity, but the method 

has some rather unfortunate properties for non-convex optimization. Thus, we first plan to solve the bi-objective 

optimization problem with BiMADS (the bi-objective formulation of NOMAD) and secondly, to solve a single 

objective-optimization problem using constraints. 
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Abstract. The work is related to stiff inverse problems of electrical engineering. A well-known problem 

of identification of parameters of a turbogenerator lumped-circuit model by means of processing the data 

of Numerical (FEM) Frequency Response test is considered here. It has been shown that increasing model 

adequacy (with respect to a better reproducing of the numerical data), leads to rising model stiffness that 

reveals itself through a ravine-shaped minimized residual functional. The stiff minimization problem is 

proposed to be solved by means of linear relations between the model parameters allowing to reduce 

model stiffness and obtain the stable solution with a reliable tolerance.   

Keywords: synchronous machine, frequency response, reactances, stiffness, linear relations 

INTRODUCTION 

Reactances of the synchronous machine such as synchronous reactances (Xd, Xq), transient (Xd’, Xq’) and 

subtransient (Xd’’, Xq’’) reactances are the very important parameters of the machine that determine its cost, 

reliability, normal and emergency operation characteristics [1]. It is known that a proper reproducing of the 

frequency response data (measured or calculated by FEM analysis) can be performed by involving higher order 

parameters into the model (Xd''' and so on). Calculation of these reactances is performed from processing 

parameters of the equivalent circuit that, in turn, are determined as a solution of the identification problem posed 

in the frequency domain [2-3]. Numerical experiments are carried out by FEM analysis performed with 

QuickField software. 

IDENTIFICATION ALGORITHM 

It is known that synchronous machine could be represented as equivalent circuit given in Figure 1. The 

formula describing the frequency response Y(js) =1/ X(js)  of the machine is  

(1)  
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k
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, where Ak = 1/xk, k = rk/xk, s - is a relative frequency. 

Here the problem of identification of the circuit parameters is posed as minimization of the residual 

functional of the following form: 
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Figure 1.Equivalent circuit of the synchronous machine 
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PARAMETERS OF THE EQUIVALENT CIRCUIT AND STIFFNESS OF THE PROBLEM 

The accuracy of approximation depends on the number of the parallel branches in Figure 1. Obviously, 

accuracy is better for the larger numbers of branches. Meanwhile conditional number of the Hessian matrix of 

the minimized functional increases along with the number of branches (see Figure 2) that indicates stiffness of 

the turbogenerator model (actually this means that scales of the partial time constants of the branches are 

extremely different [4]). It provide stochastic dependence between error in the frequency response data and error 

in the circuit parameters (minimization point). To provide accuracy and stability of the solution it is possible to 

reduce stiffness of the problem by means of linear relations between the minimization parameters [5]. For the 

transformed standard formulation of the problem 

(4)   
0)0(),( PPPF

P


dt

d
  

(5)  
0)0(, PPbPF

P


dt

d
, where     FPFbPbPPFP  ,,,)(F

2

1  

  the following linear relations between the parameters could be obtained by differentiation: 

(6)      0
1




bFPF
nn

, n – order of derivation 

After that order of the matrix F'' could be reduced. Finally optimization problem is formulated for the new 

functional F1:  
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   , 

kiNii  ,,1,,0  - coefficients of the linear relation 

This new functional is less ravined and this simplifies finding of the optimal point with a proper 

tolerance. 

 Solution is considered as stable when dependence of both error of the functional and error of solution  

are monotonous increasing functions. In case of using linear relations such a stability could be obtained.  

 

Figure 2. Dependencies of error of solution δXΔ and error of functional δFΔ on the error Δ in frequency responce: 

a) no linear relations are used; b) linear relations are used 
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Abstract. Transients in power systems create high frequency oscillations. Modelling to these high 

frequency oscillations requires small time steps are needed to be applied. These time steps have in term 

an effect on the conditioning of the linear system to be solved within an adaptive Runge-Kutta method. 

This motivates to study the speed of convergence of approximate solvers with re-ordering method(AMD). 

This study suggests that approximate solvers are adequate to solve the linear equations of adaptive 

Runge-Kutta methods. 

Keywords: AMD, Approximate linear solvers, BIM, iLU(k), integration methods, modelling methods, 

Re-ordering methods, Runge-Kutta methods, Transients. 

INTRODUCTION 

When the topology of a linear power system changes, this change generates high frequency oscillations 

called transient[1]. In order to simulate the power system during transients, the block modelling method[2] is 

used and an implicit numerical integration method is necessary. In this abstract, an adaptive Runge-Kutta method 

(diagonally implicit method) is used[3][4]. 

Implicit methods impose to solve a linear system of equations[5]. In order to solve this system of 

equations, approximate solvers can be used. A first study has been done on approximate solvers for Runge-Kutta 

methods[6]. This study shows that it is possible to use approximate solvers to decrease the computation time. In 

order to understand the effect of approximate solvers on the time solution and the computation time, the speed of 

convergence and one step of the algorithm are studied with re-ordering method(AMD)[7] for different fill-in of 

iLU(k)[4]. The study shows that approximate solvers are sufficient and re-ordering method decreases by at least 

20% the computation time for large stiff systems. 

The abstract is organized as follows, the mathematical description of the problem and the integration 

method used are shown in the first section. The second section shows the speed of convergence of the 

approximate solvers for a same structure of power system but with different stiffness with a re-ordering method. 

The third section shows a step of calculation of the adaptive Runge-Kutta method. Finally, the  fourth section 

draws the conclusions.  

BACKGROUND 

The modelling method used is the block modelling method [2]. A power system can be described as a 

differential equation such as: 

(1)  ̇   (   )       ( ) 

where           ,            ,  ( )      ,     is the number of differential variables and     is the 

numbers of sources. To approximate a solution of Equation (1), one can use an adaptive Runge-Kutta method 

such as [3][4]: 

(2) (        )         ∑       
   
      (        ) 

(3)           ∑     
 
    

where     
   ,   is the number of stages of the Runge-Kutta method,    ,    and    come from the Butcher 

tableau for        . We can consider  ̂           and         ∑       
   
      (       ) for 

next parts of the abstract. The Runge-Kutta method used for the next parts of the paper is the ARK 4 method 

described in [4] (method of order 4, 6 stages,       and         for        ). 

CONVERGENCE OF APPROXIMATE SOLVERS 

 In order to study the speed of convergence of different approximate solvers, we consider two 
power systems one is non-stiff and the second is stiff. The matrix structure of              and 
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            are the same in both test cases to see the effect of the stiffness on the speed of convergence. 
Let we consider the following equation to be solved according to the Equation (2): 

(4)  ̂     

 In order to compute the speed of convergence of one iteration of ILU(k) as basic iterative method 

(BIM), we compute the spectral radius   of the matrix       ̂ where the matrix      corresponds to the 

approximation of the matrix  ̂ due to the ILU(k) decomposition on  . In order to converge to a suitable solution 

  needs to be less than one (   ).  

 

Figure 1. Speed of convergence of different approximate 

linear solvers for stiff and non-stiff system and with 

AMD. 

Moreover, according to Equation (2),   is 

function of the time step (  ). Let we consider the 

following Figure (1) which shows the spectral 

radius for the non-stiff and stiff system for different 

   with re-ordering method (AMD)[7]. The 

reordering method is used in order to get a better 

matrix for the iLU(k) decomposition.   

From Figure (1), we can see that, the speed 

of convergence begins faster when the k begins 

larger. When the   is small, the speed of 

convergence of the k is the same. Moreover, for the 

stiff system, k=20 is a good choice because      

for all   . 

However, iLU(0) is not the best choice in 

both cases when the stiffness is important because 

    for         so there is no convergence 

and smaller time steps need to be applied and 

consequently, the computation time of all 

simulation takes more time than with other 

approximate solvers. 

STEPS CALCULATION 

Let us consider one step of ARK 4 with one iteration of iLU(0) or iLU(20) BIM with AMD for the stiff 

system. The initial starting point will be during the transient with an initial    of 27,01 us. The first step is 

rejected all time because is too large (           ) and so a smaller    needs to be used as shown in Table 

(1). 
 iLU(0) iLU(20) 

1st step 

Accepted 0 0 

Next    1.36 us 16.71 us 

2nd  step 

Accepted 1 1 

Next     1.36us 14.62 us 

Table 1. Time step results. 

From Table (1), as seen previously in [6], 

one iteration of iLU(0) as BIM is not efficient. The 

initial time step is not suitable. This can be realized 

on Figure (1) because the     for this initial    

and so according to the time steeping algorithm, 

because the result is not accurate, a very small time 

step needs to be applied. Moreover, one iteration of 

iLU(20) as BIM permits to have a bigger time step 

and so the computation time is faster with iLU(20). 

CONCLUSIONS 

In this work, we have studied the convergence of approximate solvers for adaptive Runge-Kutta 

methods. For non-stiff system, the fill-in of approximate solvers can null (k=0). For larger stiff systems, the fill-

in is important because the computation time decreases when the fill-in increases with an appropriate k.  
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Abstract. The paper is about efficient sensitivity and optimization procedure applied to piezoelectric device
with interdigitated electrodes. Model behavior analysis tools based on Jacobian are more specifically used, and then we
are focusing on symbolic Jacobian computation. The electical field modeling is based on conformal mapping which makes
appearing semi-analytical expressions based on elliptic integrals and Jacobi special functions.
Keywords: PVDF, Interdigitated Electrodes, Conformal Mapping, Sensitivity Analysis, Optimization, Jacobian, Elliptic
integrals

INTRODUCTION
The  following  figure  presents  the  whole  device  (on  the  left  part).  According  to  symmetries,  only  an

elementary cell is studied (on the right part).

Figure 1. PVDF Piezoelectric Material with Interdigitated Electrodes and an elementary cell

ANALYTICAL MODELING OF THE ELEMENTARY CELL
To determine the distribution of the electric potential in a unit cell, and therefore the electric field, the idea is to
start with an area where the distribution is known and to apply transformation rules in order to reach our unit cell
area and thus to know the distribution of electric potential therein. We then assume planar capacitor with
following for 2D modeling assumptions: (1) the edge effects are neglected; (2) the material is homogeneous
isotropic. Conformal mapping used for the transformation is Schwarz and Christoffel one, which retain physical
properties such as the electrical potential. For rectangular areas, it involves elliptic integrals of the first kind (1)
[1] and also elliptic Jacobi function ‘sn’ which arise from the inversion of the previous one (2):

(1) ,݇)ܨ (ݔ = ∫ ௗ௧
ඥ(ଵି௧మ)(ଵିమ௧మ)

௫


(2) sin(ݔ) = ,݇)ܨ)݊ݏ ((ݔ

Thus, using conformal mapping, the electric potential in the elementary cell is given by the complex formula (3):

(3) (ݖ)ܲ = − భିమ
ଶ(భ) ,൫݇ܨ	 ݇క߱൯ + భାమ

ଶ
	

Where V1,  V2 are electrical potentials, and k, ݇క߱ and ݇ଵ are expressions based on conformal mapping using 4
sequential geometrical transformations, based on coordinates of each sub domains ,ݒ) ξ, geometrical ,(ݖ	݀݊ܽ	߱
description, and using elliptic special functions. These expressions will be detailed in the full paper. From the
electrical potential, the complex electrical field can be deduced (4):

(4) (ݖ)ܧ = −ቌ(మିభ)()
൫൯ௗ

ඥଵିఠమ

ටଵି൫ఠ൯
మ
	݇ቍ 	
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e : ½ electrod length
h : ½ material heigh
g : gap between 2 electrods
d : cell length
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JACOBIAN OF THE MODEL
The analytical model is using special functions and cannot be simply used in optimization framework like
CADES (www.cades-solutions.com).  But,  if  the  expert  is  able  to  produce  the  Jacobian  of  these  specific
functions, CADES optimization framework is able to compose equations and to produce a Jacobian associated
with the global model.
Derivatives of elliptic functions of the first, second and third kinds are given by [2]. Jacobi elliptic functions are
required during the conformal mapping process and then the symbolic gradient must be computed using the
following forumula (5), in which other Jacobi elliptic functions are appearing (am: Jacobi amplitude, cn: the
equivalent of sn for cosinus, …) and the incomplete elliptic integral of the second kind E(k,m).

(5) డ௦(௨,)
డ

=	 (௨,)∗ௗ(௨,)∗[ா((௨,),)	ି		∗	ௗ(௨,)	∗	௦(௨,)	ା	(ିଵ)∗௨	]
ଶ	(ିଵ)	

		

SENSITIVITY ANALYSIS AND OPTIMIZATION BASED ON GRADIENTS
The first optimization study is about electromagnetic field, the coupling with piezoelectric deformation will be
studied in a second phase. We want to design the device in order to maximize the electric field but also the
homogeneity of it along the horizontal axis in order to maximize the piezoelectric polarization. Our
specifications define also constraints such as dielectric breakdown voltage or geometrical constraints. In order to
do this, we have defined the objective function as maximization of the electrical field mean:

(6) ݔܽ݉ ቂ݂(࢞) =	 ଵ
ே
∑ ሬ⃗ܧ ே(ݖ)
ୀଵ ቃ		,	where	x	is	the	vector	of	design	variables.	

But first of all, we want to apply a global sensitivity analysis in order to see which variable is really impacting
this objective function. As our model is given the Jacobian, a local sensivity can be done. But in order to take
non linearity into account, since parameter variation range is not really short, we have decided to apply a global
sensivity measure based on gradients. This sensitivity measure is called DGSM (derivative based sensitivity
measure) [3]. It is based on mean and variance of partial derivatives, and it is also majoring the classical Sobol
total index which is quite important in order to remove non influent parameter from an optimization process. In
our application, there are few parameters and then we are keeping them for the optimization part, but are
showing that convergence of DGSM index is 10 time faster than Sobol, for the same parameter hierarchisation.
For the optimization part, we are using both SQP and IPOPT Quasi-Newton algorithms which are using the
exact Jacobian that our model is producing, leading to a very fast optimization procedure (less than 20
iterations).

Figure 1. Electric equipotentials and electric field of the elementary cell

CONCLUSIONS
Our paper has presented electrical field modeling for piezoelectric application, based on conformal mapping.
This mathematical transformation gives a semi-analytical model based on elliptic and Jacobi elliptic integrals.
We have developed a library computing these functions as well as their partial derivatives. It has been
implemented as a user function in the CADES framework. Based on this model, we have analyzed its behavior
using derivative based global sensitivity measure (DGSM) as well as classical quasi-Newton optimization
algorithms. These tools and the methodology of producing gradient for each sub models will be very important
for the next step regarding piezoelectric coupling. Indeed, the complexity will reach a point where it will be
impossible to analyze simulations without automated tools due to the increasing number of parameters.
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Abstract. Static converters generate current harmonics in grids. Numerous studies on analytical 
frequency model are preferred to carry out their harmonic modelling in the context of sizing by 
optimization. Some solving methods are proposed to solve such models. Each solving method has its own 
advantages and drawbacks. The paper mainly focuses on two approaches: the first with Sequential 
Quadratic Programming solving (SQP) and the second with Newton-Raphson solving (NR). In this way, 
the paper presents the performances of each method and compares results of the two methods for the 
modelling of a single-phase diode rectifier.  

Keywords: Analytical modelling, harmonics, Newton-Raphson, single-phase diode rectifier, SQP. 

INTRODUCTION 

Harmonics generated by power electronic converter can lead to supplementary losses, overheating, and 
disturbance on their load. To compute their harmonics, an approach commonly used is the time domain 
simulation combined with FFT analysis. However, this approach is time-consuming and depends on the time 
step used for the time solving. Some other methods are proposed in [1]-[4] to calculate harmonics. However, 
they have some limitations: 

- only the modeling of controlled converter is considered [1], [2] 
- complex mathematical formulations are used [3]- [4] 
In this way, alternative approaches are proposed by [5] and [6]. [5] combines an analytical modelling 

with an optimization algorithm (SQP) to manage uncontrolled switches and to deal with the associated analytical 
modelling problems. [6] combines an analytical modelling with solving method of non-linear equations (NR). 
These approaches are available not only for uncontrolled static converter, but also for controlled static 
converters. However, some convergence problems exist, mainly due to the operating mode modelling. 

OPERATING MODE OF A STATIC CONVERTER 

The operating mode is defined by the sequence of configurations of the static converter in a steady-state 
operating period. Every configuration is time limited by two consecutive switching events. However, some static 
converters have several operating modes according to the value of the load and the passive elements. So, an 
analytical model may be trapped in an operating mode different than the expected one. For example, the 
computation of problem of Fig. 1a may give the result of Fig. 1b (square point in Fig. 1b and 1a have the same 
switching conditions, but do not result from the same operating mode) [5].This problem may happen during the 
sizing by optimization because the model parameters change at every optimization iteration. In this way, [5] has 
proposed to add constraints on the switching events to the frequency model. However, this does not seem 
sufficient to ensure the modelling convergence. Indeed, as there are several possible solutions, there is still a 
problem left about the initialization of the unknown variables. If it is badly done, the simulation may fail to 
converge. The authors propose a way to improve that in the following part. 

a. Expected mode b. Obtained mode

After solving

i_Diode i_Diode

t t

 
Figure 1. Example for trapped operating mode 

MODELING METHODS  
The paper assumes that switches are assumed to be ideal [5][6], the static converter operates at steady-

state and passive component values are constant at each iteration of the sizing by optimization (e.g. SQP ones). 

 For a period of the steady-state operating (T), according to Kirchhoff’s laws, the state equations are 
formulated for every configuration. The frequency model is deduced from these equations. This model will be 
detailed in full paper.  
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 The configuration changes are defined by switching events while respecting the following constraints: 
- the state-space vector is time-continuous at configuration changes 
- the current or the voltage of non-controlled switches (e.g diodes) are canceled at switching events. 

Depending on the complexity of the application cases, these constraints can be translated by the generic 
equations given by Eqn. 1 or Eqn. 2. The building of these equations will be detailed in the full paper. 

(1) F(x1, x2) = 0 

(2) min(F(x3))  with  g(x2) = 0 and  h(x1) ≤ 0 
where :  -    x1 contains the durations between the beginning time and the switching events on a steady-state 
        operating period 

- x2 characterizes the continuity of the state-space equations between two operating periods  
- x3 represents the sum of the conducting phase durations  
- h(x1) is the non-controlled switching conditions for the configuration changes, i.e. the switch 

currents or voltages that change of sign from positive to negative 

 The paper compares two methods to solve these equations NR and SQP. NR seems very interesting, 
because there are less unknown variables and no constraints (Eqn. 1). However, the choice of the initial values of 
x1 and x2 is very important for the convergence. It may also be trapped in a bad operating mode. SQP has more 
unknown variables and constraints (Eqn. 2) than NR and it is less trapped by the choice of the initial values. 
According to experiments on several applications, the two approaches are compared in table 1.  

Table 1. Newton-Raphson solving versus SQP solving 
Criterions Newton-Raphson SQP 

Convergence + ++ 
Times of computation ++ + 
Impact of initial values -- - 

 From the results in table 1, the impact of the initial values of the unknown variables on the convergence 
is clear. In order to improve that, the authors propose to analyze the eigenvalues of the state system to initialize 
the duration (x1) of every configuration. There are two parts in the eigenvalues: the real part representing to time 
constants and the imaginary part representing the oscillation periods. They may change for each operating mode 
of the converter and at each optimization iteration of the sizing. In some cases, it is possible to use them to 
initialize the duration of the configuration in order to improve the convergence of NR and SQP. This has been 
applied on a single-phase diode rectifier. For the configurations in which the eigenvalues are complex, it is easy 
to initialize the duration of configurations. So, both NR and SQP have a good convergence. For other modes 
which have only real eigenvalue, the initialization is partially generic and it is better to use SQP than NR. 

Furthermore, thanks to the symmetric operation of static converter, the switching events are considered 
only on the first half operating period. That allows to reduce the number of calculated variables and also the 
computation time. This will be detailed in the full paper. 

APPLICATION 
 The approaches and improvements have been applied on several operating modes of a single-phase 
diode rectifier. The results confirm what has been presented before and that will be detailed in the full paper. 

CONCLUSIONS 
In the paper, the two methods (NR and SQP) are compared for the computing of the harmonics 

generated by a static converter. They have improved the convergence of them in some application cases. 
However, they are still some difficulties to apply both methods to complex applications (e.g. with greater size of 
the state-space matrix). Further investigations are required to extend their range of application. 
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Abstract. This paper presents the loss and efficiency evaluations for synchronous reluctance motors 
(SynRM) with permanent magnet assisted (PMA), non-PMA and concentrated winding (CW), distributed 
winding (DW) by finite element method (FEM) and experiment. In this paper, the performance 
characteristic is compared according to the stator and rotor types in SynRM. In addition, the efficiency 
evaluation is also compared including hysteresis loss, copper loss, other loss on the basis of rated load 
condition. 

Keywords: PMA-SynRM, DW-SynRM, CW-SynRM, Loss & Efficiency Evaluations. 

INTRODUCTION 

Issues such as efficiency, torque/ampere, core loss and torque ripple are important in evaluating the 
performance of a SynRM [1]. 

If stator windings of a SynRM are a concentrated type as opposed to a conventional distributed type, a 
decrease in copper loss and the production cost due to the simplification of winding in factory, is obtained. It is 
called concentrated winding synchronous reluctance motor (CW-SynRM). On the other hand, Distributed type 
has advantages that the torque ripple is decreased. It is called distributed winding synchronous reluctance motor 
(DW-SynRM). By adding a proper quantity of permanent magnets to the SynRM, the torque density and power 
factor of SynRM can be greatly increased. It is called Permanent Magnet Assisted Synchronous Reluctance 
Motor (PMA-SynRM). 

This paper is, finally, the characteristic comparison relative to torque density, efficiency based on the 
structure of the stator and rotor in order to select a proper industry application field and production cost problem 
of each SynRM. 

COMBINATION MODELS OF SYNRM 

Fig. 1 shows the combination models of PMA-, non PMA-and CW-SynRM, DW-SynRM. 

 

 

Figure 1. Combinations of SynRM. 

Where, 
DW-SynRM : Distributed Winding (Stator) + Rotor 
CW-SynRM : Concentrated Winding (Stator) + Rotor 
DW PMA-SynRM : Distributed Winding (Stator) + Rotor with Permanent Magnet 
CW PMA-SynRM : Concentrated Winding (Stator) + Rotor with Permanent Magnet 
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Formerly, the papers published for optimization of CW-, DW-SynRM [2]-[3]. But these papers deal 
with optimization according to the rotor shapes only. On the other hand, this paper additionally compared the 
characteristic of PMA type. The purpose of the inserting PM is to decrease the q-axis inductance. The principle 
can be illustrated by the following theorem [3]. 

 (1) ( )
3

[ ( ) ]
2 2pmr d q d q q mq pm d
p

T L i i L i i   . 

It can be considered that a theoretical maximum torque for a PMA-SynRM is reached if Lq is zero. This 
possibility can be reached by use of the second-order term of Eqn. 1. It can be assumed that the polarity of the 
magnets is reversed relative to the positive direction defined by the direction of the stator q-axis mmf. 

COMPARISON OF SIMULATION AND EXPERIMENT RESULTS 

Table 1 shows the losses, efficiency, and current characteristics of SynRM under the rated output power 
and the rated speed condition. One should notice that the PMA type can be obtained for same torque values by 
lower currents than those of non PMA type. The higher currents of the non PMA type for the same torque 
density, the higher current angle. 

Table 2. Comparison of loss in SynRM and PMA-SynRM(3600rpm) 
Torque  
(N·m)  Efficiency

(%)
Core

Loss (W)
Copper

Loss (W)
Phase current  

(A)  
CW-  

SynRM  0.90  81.47 36.17 38.07 4.06  
PMA-CW  
SynRM  0.90  83.9 35.70 26.86 3.41  

DW-  
SynRM  0.90  83.53 34.74 29.36 2.93  

PMA-DW  
SynRM  0.90  88.3 21.22 20.69 2.46  

 

The efficiency (close to the efficiency achieved by distributed winding) is obtained and the consequent 
torque performance approaches state of the art (distributed winding SynRM : 24 slot) at rated wattage and rated 
speed, as shown in Fig. 2. Even if the stator iron loss of the concentrated SynRM is increased by a lower power 
factor, due to the simplification of winding carried out in the factory, this still ensures a decrease in both the 
quantity of copper used (by a half) and the production costs. 

 
Figure 2. Effcdeiciency of each model. 

CONCLUSIONS 

In the PMA type, Lq was reduced by inserting permanent magnets in the direction of opposite q axis 
flux, which results in increased Ld-Lq and Ld/Lq. Also, the increased Ld-Lq and Ld/Lq can help improve torque 
density and power factor. Therefore, It is confirmed that the PMA type result in high output power performance 
through experiment. And it is confirmed that the decrease of copper, a similar hysteresis loss characteristic of 
CW type compared to the state of the art and a decrease of the production cost due to the simplification of 
winding in factory, obtains the high industrial competitive power. In the near future, SynRM is expected to be 
generalized in terms of energy-saving, environmental issues and industrial competitiveness. 
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Abstract. This paper deals with the characteristics analysis and optimum design of axially laminated 
anisotropic (ALA) rotor Synchronous Reluctance Motor (SynRM) considering centrifugal force and the 
effect on flux path. The rotor core of an ALA type adheres on the shaft axis. Because a rotor rotates at the 
rated speed as 3000rpm, the rotor is received with the centrifugal force, about 147.16[kN] per one 
block(diameter of the out rotor : 326.6mm). Because it is dangerous to fix the rotor, which is affected 
with the centrifugal force into shaft axis, this paper deals with the optimum design of the ALA-type rotor 
to solve the problem. Therefore, by simulating the structure and electromagnetic field, it is confirmed that 
the width of rotor core and insulator is set to design variables to reduce the minimum loss and the 
centrifugal force. In addition, Comparisons are given with characteristics of a same rated wattage traction 
induction motor and those of ALA-SynRM, respectively. 

Keywords: ALA-SynRM, Torque density, Power factor, Centrifugal force, Traction Motor. 

INTRODUCTION 

In the past, three phase squirrel cage induction motor and synchronous motor are used to apply to 
electric railway. Generally, the squirrel cage induction motor in terms of operation and maintenance is simple, so 
it is popular in the industries due to low production cost. Even if industrious small and medium machines are 
recently improved with high efficiency technology, they still have low efficiency than other machines (SynRM). 
Also, slip caused by losses has a bad effect on torque in low speed. 

On the other hand, Synchronous reluctance motors with the highest saliency ratio are obtained with 
axially-laminated designs [1]. Also, SynRM has advantages such as high torque and efficiency than induction 
motor. Therefore, it is advantageous to operate in traction motor or high speed machine. Considering rotor 
structure, SynRM has segment rotor type and ALA type, as shown in Fig. 1. 

 

                                 
(a) Segment type                                                        (b) ALA type 

Figure 1 Laminated direction of Segment and ALA type. 

Segment type has a characteristic of mass production due to simplification of production process but it 
has low torque [2].  However, ALA type can be higher torque per unit mass because there is no rib. Here, the 
torque and power factor depends on the two-axis inductance Ld and Lq of the machine. The large difference of 
(Ld-Lq) and Ld/Lq ratio are improved to the machine's properties [3]. 

(1) 3
( )

2 2e d q d q

P
T L L i i    . 

(2)  1
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The focus of this paper is characteristics analysis and optimum design of ALA-SynRM which makes up 
for the traction induction motor weakness in electric railway field.  

This paper deals with the rotor structure only focuses on the optimum design because the stator of the 
induction motor is possible to use intactly. 

 In addition, the structure design of the ALA Rotor considering centrifugal force and the effect of flux 
path was designed and proved. 
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OPTIMUM DESIGN AND CHARACTERISTIC ANALYSIS 

Decision of the design model 

Fig. 2 shows the various rotor shapes of ALA SynRM. The rotor is made up of axial lamination 
cores(Wc) and the insulation sheets(Wi) which are alternately laminated onto nonmagnetic spider to the axial 
direction. Table 1 shows inductance values of the each of the rotor shapes. According to the result, model (a) is 
chosen as the initial model. 

 
(a)  Type A                               (b) Type B 

 
(c) Type C                             (d) Type D 

Figure 2. The various rotor shapes of ALA-SynRM. 

Table 1. Inductance data of each of the rotor shapes 

Shapes Ld[mH] Lq[mH] Ld -Lq[mH] Ld / Lq

(a) 9.417 1.326 8.091 7.102 
(b) 7.671 1.086 6.585 7.064 
(c) 8.540 1.307 7.233 6.534 
(d) 5.799 1.127 4.672 5.146 

 
Comparison of induction motor and ALA-SynRM 

Table. 2 presents compared analysis result of ALA-SynRM and induction motor. It is confirmed that the 
output per unit weight of ALA-SynRM is higher than the output of induction motor. But the SynRM has 
fundamentally some increasing current which is demerit, even if the efficiency is increased by remarkably 
reducing the loss. 

Table 2. Comparison of induction motor and ALA-SynRM 

 Induction motor ALA-SynRM 
Torque(kN m) 0.813 0.819 

Current(A) 125.09 147.53 
Volt(V) 1350 1350 

Input(kW) 266.32 271.23 
Output(kW) 249.99 257.39 

Efficiency (%) 93.87 94.86 
Total  Loss(kW) 16.332 8.721 

Power factor 0.90 0.77 

CONCLUSIONS 

In this paper, the magnetic flux distribution of ALA-SynRM is analyzed using Finite Element Method 
(FEM) considering maximum torque and torque ripple. Also, according to the change of rotor shape, a higher 
output is obtained by improving flux distribution and torque characteristic. 

In future, ALA-SynRM may be considered as low cost and high efficiency model in various industries 
through improvement on manufacturing technology and process. 
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Abstract. This paper deals with the optimum design criteria of Permanent Magnet Assisted Synchronous 
Reluctance Motor (PMA-SynRM) for power improvement. The focus of this paper is found a design 
solution through the comparison of torque density and d- and q-axes inductances according to the rotor 
magnet, the number of barriers and dimension variations in various rated wattage. 

Keywords: PMA-SynRM, RSM, FEM 

INTRODUCTION 

The performance of a synchronous reluctance motor (SynRM) in terms of torque and power factor 
depends on d- and q- axes inductance Ld and Lq of the machine. The large difference of Ld - Lq is good for the 
machine's properties. 

Therefore, Considerable attention has been paid in the past to improve rotor design of SynRM [1]-[2].  

By adding a proper quantity of permanent magnets to the rotor, the torque density and power factor of 
SynRM can be greatly increased. It is called Permanent Magnet Assisted Synchronous Reluctance Motor (PMA-
SynRM). And it is important to select an appropriate combination of design parameters to enhance more torque 
density than an existing PMA-SynRM. 

In this paper, the optimum design of PMA-SynRM including rotor structure each rated wattage is 
proposed by using finite element analysis.  

Finally, the focus of this paper is compared with torque density, d- and q-axes inductance of PMA-
SynRM according to the rotor magnet, the number of barriers and dimension variations under each rated wattage 
condition corresponding to the rotor diameters. 

MODELING AND PRINCIPLE OF PMA-SYNRM 

A SynRM runs at a somewhat poorer power factor than the induction motor.  

This problem can be alleviated by inserting permanent magnets to the rotor is to decrease the q-axis 
inductance. The principle can be illustrated by the following theorem [3]. 

(1) pmr d q q d mq(pm) d
3 P

T = [(L -L )i i +Ψ i ]
2 2

 

It can be considered that a theoretical maximum torque for a PMA-SynRM is reached if Lq is zero. This 
possibility can be reached by use of the second term of Eqn. 1. 

It can be assumed that the polarity of the magnets are reversed relative to the positive direction defined 
by direction of the stator q-axis MMF. 

Fig. 1 shows Rotor cross-section and a phasor diagram including the effects of a permanent magnet in 
which the q-axis flux is assumed to be completely canceled. 

 

 

Figure 1. Rotor cross-section and phasor diagram of PMA-SynRM 
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DESIGN RESULTS AND DISCUSSION 

Fig. 2 shows the torque characteristics of initial and optimized PMA-SynRM (3HP) in same torque 
conditions, respectively. 

It can be found that optimized PMA-SynRM is more counteracted q-axis flux than initial model. As a 
result, the torque density of optimized PMA-SynRM is higher than initial model and the torque ripple of 
optimized PMA-SynRM is less than initial model, as shown in Fig. 2. 

Fig. 3 shows configurations of optimized and initial design model of PMA-SynRM (3HP). 

Considering inductance difference and design solutions are shown in Table 1.  

One should notice that the design solutions of PMA-SynRM should be related to the rotor design 
variables dimensions and this will be the important data in motor design of similar specifications. Also, it is 
confirmed that the value of Kw is decreased by increasing both wattage and diameter.  

As a result, the value of Kw is played an important role in the rated wattage selection.  
 

 

Figure 2. Torque characteristics of initial and optimized PMA-SynRM (3HP) 

 

Figure 3. Configurations of optimized and initial design model 

Table 1. Design solutions of eachrated watt 
Rated Watt  Ld-Lq  Kw  Diameter (mm) Flux barrier Rated current(A)  

1HP  89.24  0.95  66.8  3  2  
3HP  115.84  0.85  71.4  4  6  
4HP  71.23  0.78  84.9  5  11  
5HP  64.64  0.74  92.1  5  14  
6HP  60.46  0.77  101  6  17  
7HP  47.76  0.61  109.1  6  20  

CONCLUSION 

A method of optimum design related to the torque density of PMA-SynRM according to the flux barrier 
number, Kw and especially, rotor diameter has been proposed. 

For rapid design, an automatic pre-process including an automatic CAD file drawing and mesh 
generation with regard to the rotor shape variations has been developed. Starting from an existing design, the 
best design solution is selected, and it is confirmed that design solutions of PMA-SynRM should be related to 
the rotor design variables dimensions. 
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Abstract. The numerical technique to realize the uniform current density vector is required for the 
modeling of stranded wire in the finite element discretization. This paper presents a technique of being 
uniform current density using the regularization to achieve the stable convergence of conjugate gradient 
method with IC factorization (ICCG). The proposed method is mainly composed of two parts, which are 
the determination of the current density solving Poisson’s equation and the regularization to assure div J0 
= 0. We verified the effectiveness of proposed method by the application of typical winding structure. 

Keywords: current density vector, electric scalar potential, magnetizing winding, regularization, uniform 
distribution. 

INTRODUCTION 

It is necessary to accurately estimate the current density vector in the evaluation of various electrical 
constants. The current density distribution should be uniformly modeled in the stranded winding of finite 
element analysis. Some effective methods [1], [2] for realizing the uniform current density were developed. The 
two-scalar method [1] can realize the substantial uniform current distributions. However, the range of use is 
limited to the winding which shape of current input and output surface is rectangular. 

This paper presents a method which can realize the uniform distribution with arbitrary shaped input and 
output surface. Proposed method is mainly composed of two processes. Firstly, temporary direction of current 
density is determined by solving Poisson’s equation and the normalization. Next, regularization is performed to 
achieve the stable ICCG convergence. We verify the performance of proposed method in the typical magnetizing 
winding. 

METHODOLOGY TO REALIZE UNIFORM DISTRIBUTION OF CURRENT DENSITY 

Governing equation 

Firstly, the temporary current density is determined by solving the weak form G of Poisson’s equation 
with respect to the electric scalar potential (ESP)  following as: 

(1) 0)()()(  
cc Γ iΩ ii dSNdVNG n  

where Ni is the nodal shape function,  is the conductivity, n is the external unit normal vector, c is the 
microvolume and c is the its boundary, respectively. The boundary condition for solving (1) is shown in Fig. 1. 
The Dirichlet condition  = 0 is imposed on the nodes of the current output surface out, and the unknown equi-
potential condition is imposed on the input boundary in. Then, the boundary integration term in (1) on the in 
corresponds with the input current value I. The resulting residual Gep onin is shown as follows: 

(2) .0d)()(   IVNG
V iep   

Simultaneously solving boundary problem (1) and (2),  0J  is obtained. 

Procedure to Make Current Density Uniform 

Next, the obtained current density J0 is normalized as J0_init = (I / Sin)t where S is the cross-sectional 
area of input surface in, and t is the unit direction vector which is computed by J0

(e) / |J0
(e)| where J0

(e) shows the 
current density vector in the gravity center of element e. Because the current density J0_init does not satisfy div 
J0_init = 0, it is impossible to achieve the stable ICCG convergence. Therefore, the regularization technique is 
applied to the current density vector J0_init by using the correction vector J0c as follows: 

(3) )δ( 00init_00  cc JJJJ   

To satisfy the condition divJ0 = 0, the weak forms Gi and Gep of (3) about  is obtained as follows: 
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NUMERICAL EXAMPLE 

Fig. 2 shows the finite element mesh of magnetizing winding which is shaped into the racetrack. The 
finite element mesh is modeled by 1st order hexahedral elements, and the number of elements, nodes, and 
unknowns are 268,202, 278,832 and 791,101, respectively. Fig. 3 shows the intensities of current density vector. 
The uniformity (|J0

(max)| / |J0
(min)|) of current density intensity is obtained as ESP: 1.89 and proposed method: 1.07. 

The inductances evaluated by ESP, proposed method and measurement value are 33.77 mH, 34.10 mH and 34.65 
mH, respectively. Furthermore, because the convergence characteristics have almost similar behavior among 
ESP and proposed method, there is very little difference of the elapsed time between ESP and proposed method. 
The detailed information will be described in the full-paper, in which further results of iterative implementation 
of proposed method will be included. 
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Figure 1. Boundary condition for ESP.                                         Figure 2. Analysis model. 
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Figure 3. Intensities of magnetizing current density. 

 

CONCLUSION 

Authors proposed a procedure to identify uniform distribution of current density in magnetizing 
winding using regularized scalar potential for edge-based finite element method. It could be seen that the 
uniformity performance of proposed method is comparable to the two-scalar method from the view point of the 
static inductance evaluation of magnetizing winding. 
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Abstract. We present a multi-level optimization method to schedule carriers for an electroplating 
production process. In our specific application, product carriers with individual processing requests may 
be available only shortly before their intended start. This limits the optimization time for creating a 
schedule to a few minutes or less. From the practical perspective, all optimization constraints must be 
followed, whereas the minimization of the makespan is less critical. We show one scheduling example for 
eleven carriers, where a conflict-free solution with acceptably low makespan was computed in 0.4s. 

Keywords: multi-level optimization, non-linear integer programming, production planning 

INTRODUCTION 

The application of metallic coatings by electroplating is an important manufacturing process for many 
products. For medical implants and invasively applied medical articles, these coatings provide biocompatibility 
or improve the hygienic safety. Medical regulations and requirements necessitate the strict compliance of the 
manufacturing process with the corresponding specifications. For an optimization of the schedules, these 
specifications are modelled by constraints, which any result must comply with (conflict-free solutions). 
Furthermore, the operators of the electroplating plants demand some flexibility when handling the carriers with 
the products to be processed. In particular, the carriers and their required processing specifications may be 
available only shortly before the intended start time, which restricts the optimization time to seconds or a few 
minutes, depending on the production work flow. In this article, we present a new probabilistic multi-level 
approach, which enables for the considered application the optimization of conflict-free schedules with relatively 
low computational effort. 

METHODS 

Optimization problem 

A quantity of product carriers (jobs) has to be scheduled. Each carrier holds individual parameters 
specifying the procedure of electroplating processes, the availability times, possible positions for loading and 
unloading, and the priority. Carriers with higher priority must be loaded first. The electroplating procedure is 
represented by a sequence of process tasks, such as electroplating, degreasing, etching and rinsing. For each task, 
minimal and maximal process times must not be exceeded. Furthermore, the scheduled time should be as close 
as possible to a predefined optimum (subordinate objective). Preemption is not allowed. Each process task is 
carried out at a position. One or more positions are available for each task. Subsequent positions may not be 
identical during processing. The transports of carriers between any two positions are conducted by a hoist. For 
each transport, specific times for void displacement, carrier displacement, lifts, carrier pick-up, and drop-off 
have to be respected. A carrier may not be idle after loading, except, it is specified by its procedure. All positions 
and the hoist transporter can not contain more than one carrier at a time.  

Transport and position utilizations describe the scheduled (optimized) transport and processing 
operations. The total quantity of utilizations represents the operations required for processing all scheduled 
carriers. Before starting an optimization, several utilizations may already exist, representing previously 
scheduled or running operations. All optimization variables are represented by positive integers.  

The objective is to determine all required transport and position utilizations, such that the makespan 
describing the total time to process all available carriers is minimal, subject to the constraints stated above. This 
represents an extension to the unidirectional hybrid flow shop problem [1]. Given that the related 
Entscheidungsproblem is NP-hard already for simple special cases [2], this optimization problem is intractable 
and can practically be solved by approximation only. 

Algorithm 

For the scheduling of the transport and processing operations for all available carriers, we developed a 
probabilistic three-level optimization approach. In the top level, we use a simplified tabu search algorithm to find 
an optimal sequence for loading the carriers. For a given sequence of carriers, we optimally select the process 
positions by a random search on the second level. In the third level, all required position and transport 
utilizations are scheduled by deterministic decision rules using the current selections of carriers and positions, 
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and the processing specification described by the procedures. Individual sets for the positions and the transporter 
store the related utilization items. We use this information in the third optimization level to determine the time 
slots, at which positions and transporters are available or busy. In the first two levels, several iterations are 
performed to improve a current solution. If in the third level no compliance with the optimization constraints 
could be achieved, this scheduling step is repeated by delaying the loading of the carrier. Provided that the model 
of the electroplating plant and the procedures are consistent, and that the carrier availability times are not too 
restrictive, the presented scheduling approach always provide solutions that comply with the constraints. 
Otherwise, the corresponding carrier is rejected from scheduling. The proposed approach is primarily designed 
to provide valid optimization results within relatively short computation time. Starting form an initial solution, 
we are able to obtain solutions with smaller makespan by conducting a higher number of iterations in the first 
two optimization levels.  

Example result 

We consider a simple but in its setup realistic example. Eleven carriers with unique identifiers between 
61 and 90 and with four different electroplating procedures have to be scheduled. Each procedure consists of five 
to ten process tasks. The positions 2-3 are used for the loading and unloading. The processing is performed at 
positions >4. The first carriers are available at 4000 s. No previous utilizations existed before the scheduling was 
started. Figure 1 illustrates the position and transport utilizations that are required to handle these carriers. This 
schedule results in a makespan of about 2 hours. The computation took 0.4 s on a standard computer.  
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Figure 1. Optimized schedule describing the position (blue) and transport utilizations (red). Eleven carriers are processed. 

Labels indicate for each position utilization the ID of the carrier and the process time determined by the scheduler (id:time).  

DISCUSION AND CONCLUSIONS 

Our example result is correct with respect to all existing constraints. The makespan for processing the 
eleven carriers is acceptably small. However, some time intervals with sparse transport activity and low parallel 
processing could indicate the possibility for improving the makespan. This might be achieved by increasing the 
computational effort and by adapting the multi-level optimization strategy. The low computation time results 
from the small problem size and a minor intricacy.  

The deterministic decision rules enable the efficient computation of conflict-free results. However, 
these rules introduce a solution bias and limit the range of possible solutions that can be generated by the 
scheduler. Therefore, an adequate and correct definition of the decision rules is vitally important. While the 
validation of the solution correctness is easy, the evaluation of the optimality is fundamentally difficult, because 
of the high number of constraints, the NP-hardness, and the multi-objective nature of the optimization problem. 
Besides the minimal makespan and optimal process times, further objectives, such as the uniform utilization of 
available positions or the reduction of environmental pollution, may have to be considered in practice, too. 
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